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In Memoriam

John Bernard Henry, MD
1928-2009

It was with a profound sense of sadness and loss that we learned of the
passing of Dr. John Bernard Henry, editor of seven editions of this text-
book from 1969 to 2001. Dr. Henry, who died in Skaneateles, New York,
on April 10, 2009, was a superb academic physician who made immense
contributions to medicine, especially to the development of the medical
laboratory in both the diagnosis and treatment of human disease.

John grew up in Elmira, New York, where he graduated from Elmira
Catholic High School. He enlisted in the United States Navy just after
World War II where he served as a corpsman. He then attended Cornell
University on a New York State Scholarship and graduated with a Bachelor
of Arts degree in 1951. Using his GI Bill, John went on to the University
of Rochester School of Medicine and Dentistry where he was elected to
the Alpha Omega Alpha Medical Honor Society and received his Doctor
of Medicine degree in 1955. Also while at Rochester, he married Georgette
Boughton, his wife of 56 years.

John interned at Barnes Hospital in St. Louis, Missouri, and began his
pathology training at Columbia Presbyterian Medical Center in New York
City. He finished his residency at the New England Deaconess Hospital
in Boston as a National Cancer Institute Trainee. While a resident, he also
received training in forensic pathology at the City of New York Medical
Examiner’s Office and training in the clinical use of radioisotopes at the
Cancer Research Institute of the New England Deaconess Hospital.

He joined the faculty of the University of Florida at Gainesville in 1960
as an assistant professor and rose to the rank of associate professor while
directing the Blood Bank. In 1964, he relocated to Syracuse to become
Professor of Pathology and the Director of Clinical Pathology in what was
then the new University Hospital of the State University of New York
(SUNY) Upstate Medical Center. There John started the Clinical Patho-
logy Residency program and the Medical Technology School at a time
when clinical pathology was a rapidly growing field.

Starting as an inspector for the National Committee on Inspection and
Accreditation, John went on to serve as president (1970-1971) and member
of the board of directors of the American Association of Blood Banks. He
served as president (1976-1978) and trustee of the American Board of
Pathology. He served as president (1980-1981) and member of the board
of directors of the American Society of Clinical Pathologists. In addition,
he served on the Scientific Advisory Board of the Armed Forces Institute
of Pathology as well as the Pathology Advisory Council for the Veterans
Administration.

For the College of American Pathologists, he served in numerous roles,
including chairperson of the Future Technology Committee, the Section
of Academic Pathology, the Committee on the Teaching of Pathology,
and the Joint Policy Committee of the American Society of Clinical
Pathology and College of American Pathologists, and as a member of the
Board of Governors.

Awards given to Dr. Henry include the American Association for
Clinical Chemistry’s Gerald B. Lambert Award (1972) and its General
Diagnostics Award in Clinical Chemistry (1982), the Royal Society of
Medicine’s S.C. Dyke Founder Award (1979), the Distinguished Service
Award of the American Society of Clinical Pathologists (1979) and its H.P.
Smith Memorial Award (1984), and the ASCP/CAP Joint Distinguished
Service Award (1997). In 1997, the State University of New York Board
of Trustees named him a Distinguished Service Professor.

Parallel with his career in pathology, Dr. Henry began a career as an
executive in 1971 when he became the first dean of the SUNY Upstate
Medical Center’s College of Health Related Professions. He left Syracuse

to serve as the dean of the Georgetown University School of Medicine in
Washington, DC, from 1979 to 1984. The seventeenth edition of this
textbook adopted the blue and gray colors of Georgetown University
during this period. Finally, John returned to Syracuse in 1985 as president
of the Upstate Medical Center, which became the SUNY Health Science
Center at Syracuse, and is now the SUNY Upstate Medical University.
While president, he secured the construction of a new library, the Institute
for Human Performance, and the first six floors of the east wing of the
hospital. A state-of-the-art children’s hospital has now been added to that
east wing. A quote from John frequently heard by friends, family, and col-
leagues was, “Good decisions and a sustained focus in pursuit of excellence
in patient care with goals and objectives will serve you well.”

A man of tremendous energy, John also served as a captain in the
U.S. Navy Reserves from 1979 until his retirement. In 1990, he was
awarded the Navy Commendation Medal for Meritorious Achievement by
the Secretary of the Navy. For much of this era, John could be found on
his sailboat on Skaneateles Lake where he was a member of the Skaneateles
Country Club and directed the Junior Sailing program for 13 years. He
was also an avid skier, served on the Greek Peek Ski Patrol for 30 years,
and taught skiing at the Skaneateles Ski Hill Ski Club for 13 years.

John was an inspirational leader and role model for generations of
medical students, residents in training, and pathologists in practice. He
was a strong advocate for promoting academic pathology, with special
interests in the advancement and adoption of new technologies in the
clinical laboratory. He had a particular interest in medical education and,
upon stepping down from the presidency of SUNY Upstate Medical
University, John became intensively involved with development of medical
school course content emphasizing the spectrum of the understanding of
diseases, from the molecular level to their manifestations as organ injury.
He served on editorial boards of several journals in pathology and health
care, and on numerous committees and advisory groups for universities,
hospitals, government, and industry. His enthusiasm and determination to
improve the teaching and practice of pathology were infectious to every-
one around him. He will be remembered for always encouraging his col-
leagues to strive to achieve their best and to maintain the highest of
professional standards, and particularly for advancing the careers of junior
faculty members.

His work on this textbook began as co-editor with Israel Davisohn for
the fourteenth edition in 1969; he then was the principal editor through
the twentieth edition in 2001. Among John’s contributions to this book
were sections on the use of organ panels, automated instrumentation,
laboratory management, and information systems. He had a knack for
recruiting top authors in every field to prepare original chapters on topics
such as histocompatibility, microbiology, molecular diagnostics, blood
banking, hematology, clinical chemistry, and immunology. To honor John’s
consummate leadership of this book and his vision that shaped it for seven
editions, it has been renamed Henry’s Clinical Diagnosis and Management by
Laboratory Methods beginning with the twenty-first edition.

John Bernard Henry will be missed by his wife, Georgette, and their
six children: Maureen A. Mayer, Julie P. Henry, MD, William B. Henry,
Paul B. Henry, John B. Henry Jr., and T. David Henry, S]J. He will also be
missed by the countless pathologists and laboratory scientists whose lives
he either shaped or touched.

Richard A. McPherson, MD
Matthew R. Pincus, MD, PhD
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PREFACE

Clinical laboratory measurements form the scientific basis upon which
medical diagnosis and management of patients is established. These results
constitute the largest section of the medical record of patients, and labora-
tory examinations will only continue to grow in number as new procedures
are offered and well established ones are ordered more frequently in the
future. The modern concept of an electronic health record encompasses
information from a patient’s birth through that individual’s entire life, and
laboratory testing is a significant component of that record from prenatal
and newborn screening through childhood, adulthood, and geriatric years.
Traditional areas of testing are well established in clinical chemistry, hema-
tology, coagulation, microbiology, immunology, and transfusion medicine.
Genetic testing for hereditary disease risk assessment is becoming a reality
beginning with individual disease testing that is expected to be followed
by whole genome screening for a multitude of conditions. The rapid pace
in the introduction of new testing procedures demands that laboratory
practitioners be expert in several divergent aspects of this profession. The
environment of clinical laboratories is extremely well suited for translation
of research procedures into diagnostic assays because of their traditional
involvement in basic analysis, quality control, professional competencies,
and cost-effective strategies of operation. All of these applications are made
stronger for occurring under regulations of federal and state governments
as well as the standards of accreditation of professional pathology organiza-
tions. Clinical laboratories excel in these tasks, and they are now respond-
ing to pressures for even greater accomplishments in areas of informatics,
advanced analytic methods, interpretation of complex data, and commu-
nication of medical information in a meaningful way to physician col-
leagues. The most successful practitioners of laboratory medicine will
incorporate all of these approaches into their daily lives and will be leaders
in their institutions for developing initiatives to promote outstanding
health care in a fiscally responsible endeavor. This textbook strives to
provide the background knowledge by which trainees can be introduced
to these practices and to serve as a resource for pathologists and other
laboratory personnel to update their knowledge to solve problems they
encounter daily.

This twenty-second edition marks more than 100 years since A Manual
of Clinical Diagnosis, authored by James Campbell Todd, was introduced in
1908. In its current format as Henry’s Clinical Diagnosis and Management by
Laboratory Methods, this textbook remains the authoritative source of infor-
mation for residents, students, and other trainees in the discipline of clini-
cal pathology and laboratory medicine, and for physicians and laboratory
practitioners. The current edition continues the tradition of partnership
between laboratory examinations and the formulation and confirmation of
clinical diagnoses followed by monitoring of body functions, therapeutic
drug levels, and other results of medical treatments. Beginning with the
twenty-first edition, color illustrations have been used throughout the
book to accurately and realistically depict clinical laboratory test findings
and their analysis. The overriding mission of this book is to incorporate
new discoveries and their clinical diagnostic applications alongside the
wealth of information that forms the core knowledge base of clinical
pathology and laboratory medicine. Our contributing authors, who are
experts in their specialties, present to the reader the essential basic and
new information that is central to clinical laboratory practice.

Part 1, The Clinical Laboratory, covers the organization, purposes, and
practices of analysis, interpretation of results, and management of the
clinical laboratory from quality control through informatics and finances.
The general structure of this section includes general management prin-
ciples with emphasis on preanalytic, analytic, and postanalytic components
of laboratory analysis as well as oversight functions. Administrative con-
cepts for the laboratory are considered in Chapter 1, with optimization of
workflow presented in Chapter 2. Preanalytic factors such as variations
arising from specimen collection, transport, and handling and other
variables are discussed in Chapter 3. The principles of analysis,

instrumentation, and automation are presented in Chapters 4 and 5. The
growing arena of near-patient laboratory services beyond central hospital
laboratories in the format of point-of-care testing is presented in Chapter
6 along with a new section on this application in the military. Postanalysis
processes of result reporting, medical decision making, and interpretation
of results are presented in Chapter 7, while selection of laboratory testing
and interpretation for most cost-effective and efficient information gather-
ing for medical problem solving by clinical laboratory testing is discussed
in Chapter 8. A key component to all phases of laboratory processes,
interpretation of results, and decision making is statistical analysis, which
is introduced in Chapter 9. Explicit applications of statistics are in quality
control (Chapter 10). Maintaining order for the complexities of laboratory
test result ordering and reporting and the management of clinical informa-
tion are possible only through sophisticated information systems that are
essential to all clinical laboratories (Chapter 11). Management decisions
in the clinical laboratory involve choice of analytic instrumentation, auto-
mation to process and deliver specimens to analytic stations, and computer
systems to coordinate all of the preanalytic, analytic, and postanalytic
processes to meet the mission of the institution. These choices determine
the productivity that a laboratory can achieve (especially its ability to
respond to increased volumes of testing and complexity of measurements
and examinations as the standards of practice advance). Paramount is the
manner in which the laboratory can muster its resources in equipment,
personnel, reagent supplies, and ingenuity of its leadership to respond to
the needs of health care providers and patients in terms of access, timeli-
ness, cost, and quality of test results. New challenges continue to emerge
for the laboratory to provide excellent quality services at fiscally respon-
sible expense; the changing models of reimbursement for medical and
laboratory services demand that pathologists and laboratory leaders
develop and maintain a strong understanding of the principles of financial
management and are well aware of mechanisms that laboratories can utilize
for responding to these new approaches to reimbursement (Chapter 12).
Laboratory organization should also include preparedness for threats to
our security through bioterrorism and related activities (Chapter 13).
Part 2, Clinical Chemistry, is organized to present laboratory examina-
tions according to organ systems and their disorders. Some of the most
commonly ordered laboratory tests are directed at the evaluation of renal
function, water, electrolytes, metabolic intermediates and nitrogenous
wastes, and acid-base balance, all of which are critically important for
monitoring acutely ill patients and in the management of patients with
kidney and pulmonary disorders (Chapter 14). The important field of bone
metabolism and bone diseases, stemming from the enormous public inter-
est in osteoporosis of our aging population, is covered in Chapter 15. The
significance of carbohydrate measurements with particular emphasis on
diabetes mellitus, the overall hormonal regulation of glucose metabolism,
and disorders of other sugars are reviewed in Chapter 16. Chapter 17
covers the extremely important topic of lipids and disorders in their meta-
bolism and highlights the critical patterns in lipoprotein profiles that
indicate disposition to cardiac malfunction, especially myocardial infarc-
tion. In Chapter 18, the serodiagnostic markers for cardiac injury evalua-
tion and the related disorders of stroke are elaborated. The clinical
significance of specific proteins and their analysis with emphasis on elec-
trophoresis of blood and body fluids is covered in Chapter 19. The field
of clinical enzymology with applications to assessment of organ injury is
covered in Chapter 20. The principles of enzymology (e.g., transition state
theory) have been used directly in the design of new effective drugs against
specific diseases such as hypertension and AIDS. Therefore, these applica-
tions are now also discussed in this chapter. Laboratory assessment of liver
function is presented in Chapter 21 and that of gastrointestinal and pan-
creatic disorders in Chapter 22. Toxicological analysis and therapeutic
drug monitoring are covered in Chapter 23, with applications of both
immunoassays and mass spectroscopy emerging in endocrinology (Chapter
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24) and pregnancy and perinatal testing as well (Chapter 25). Nutritional
analysis with examination of vitamins and trace metals is presented in
Chapter 26. A new presentation on the chemical basis for analysis covers
this topic, which is crucial to the understanding of virtually all laboratory
measurements (Chapter 27).

Part 3, Urine and Other Body Fluids, reviews the utility and methods
for examining fluids other than blood. Chapter 28 presents the basic
examination of urine, with extensive discussions of both chemical testing
and microscopic examination of urine sediment. A special area for consid-
eration is body fluid analysis, which has received national attention recently
in terms of standardizing the approach to testing of typical fluids and other
alternative specimens (Chapter 29). A large range of specimen types is
considered in this discussion.

Part 4, Hematology, Coagulation, and Transfusion Medicine, intro-
duces techniques for the basic examination of blood and bone marrow
(Chapter 30) and provides a wealth of background on the physiologic
processes involved in hematopoiesis (Chapter 31). Erythrocytic disorders
and leukocytic disorders and their diagnosis are covered in Chapters 32
and 33, respectively. Modern techniques for use of flow cytometry for
diagnosis of hematopoietic neoplasias are presented in Chapter 34 to
round out the approaches to diagnosis in this rapidly changing field.
Immunohematology, which is so important for the understanding of eryth-
rocyte antibodies and their impact on transfusion, is covered in Chapter
35. Blood component manufacture and utilization are covered in Chapter
36 along with transfusion reactions. Chapters 37 and 38 deal with the
rapidly expanding areas of apheresis with its applications to therapy of
multiple blood disorders as well as the collection, processing, and dispens-
ing of hematopoietic progenitor cells (adult stem cells) from bone marrow,
peripheral blood, and cord blood for treatment of both malignant and
non-malignant diseases.

Part 5, Hemostasis and Thrombosis, was first introduced in the last
edition of this textbook, and is based on the vast increase in our knowledge
of the pathways involved in clotting and in fibrinolysis and the panoply of
new testing and therapeutic modalities that have evolved as a result. This
section continues to reflect the impact of our growing knowledge of coagu-
lation and fibrinolysis (Chapter 39) plus that of platelet function disorders
with emphasis on von Willebrand disease (Chapter 40). Advances in the
diagnosis and monitoring of thrombotic disorders are covered extensively
in Chapter 41, with particular interest in the prediction of thromboem-
bolic risk. Along with our better understanding of thrombosis have come
new drugs for treatment of patients with vascular occlusive disorders,
particularly ischemic events in the heart or the brain. Principles of anti-
thrombotic therapy and the laboratory’s role in its monitoring is covered
in Chapter 42. Also discussed in this section is the major advance in phar-
macogenomics (fully discussed in Chapter 72) that now allows determina-
tion of the optimal anticoagulant therapies for individual patients.

Part 6, Inmunology and Immunopathology, presents a framework both
for classifying disorders of the immune system and for the role of labora-
tory testing in diagnosing those diseases (Chapter 43). Measurements
based on immunoassays have long been the essential components of under-
standing a multitude of disorders; an excellent account of the principles of
immunoassay and immunochemistry is included in Chapter 44. Evaluation
of the cellular immune system is described in Chapter 45, which is newly
updated. Humoral immunity and the examination of immunoglobulins in
disease are covered in Chapter 46, with particular emphasis on the evalu-
ation of monoclonal disorders in the blood. The material on complement
and other mediators of inflammation (Chapter 47) is also newly updated
and reorganized. Also brought up to date are Chapter 48 on the major
histocompatibility complex (MHC), with its significant applications to
organ transplantation, and Chapter 49, which looks at MHC and disease
associations. The evaluation of immunodeficiency disorders includes
many standard examinations for protein and cellular functions plus new
genetic tests for specific abnormalities (Chapter 50). The assessment of
autoimmune diseases is presented for the systemic rheumatic diseases
(Chapter 51), the vasculitides (Chapter 52), and organ-specific diseases
(Chapter 53). Allergic diseases, with their ever-increasing laboratory
evaluations, are presented in Chapter 54.

Part 7, Medical Microbiology, covers an enormous spectrum of infec-
tious diseases and related topics that includes viral infections (Chapter 55);
chlamydial, rickettsial, and mycoplasmal infections (Chapter 56); classical
medical bacteriology (Chapter 57); and susceptibility testing of antimicro-
bial agents (Chapter 58). Other major topics and infectious organisms of
special note are spirochete infections (Chapter 59); mycobacteria (Chapter
60), with immense concern about emergence of resistant strains; mycotic
diseases (Chapter 61), with a wide array of photographs of cultures and
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photomicrographs; and medical parasitology (Chapter 62), with worldwide
significance that is growing as large numbers of people move between
countries and continents. In line with the importance of achieving
maximum diagnostic benefit from the laboratory, specimen collection and
handling for diagnosis of infectious disease are detailed in Chapter 63.
Although the classic techniques in microbiology have consisted of cultur-
ing microbiology organisms with identification and antimicrobial suscep-
tibility testing through functional bioassays, modern methods of nucleic
acid amplification and detection are now becoming widespread for each
type of microbiologic organism; these applications are described in each
chapter about the various organisms.

Part 8, Molecular Pathology, covers some of the most rapidly changing
and exciting areas of clinical laboratory testing. Chapter 64 provides an
introduction to the role of molecular diagnostics, with an updated discus-
sion of the principles and techniques of the field in Chapter 65. Similar
updates are provided for the vital molecular diagnostic techniques of poly-
merase chain reaction and other amplification methods (Chapter 66) and
newer approaches to nucleic acid hybridization (Chapter 67). The applica-
tion of cytogenetics with modern methods of karyotyping, including
fluorescent in situ hybridization and examination for chromosomal
abnormalities, is covered in Chapter 68. Translation of research techniques
to the molecular diagnostic laboratory is presented in Chapter 69, which
also deals with procedures for establishing a molecular diagnostics labora-
tory that follows all the expectations for well-standardized testing and is
fully compliant with regulations and good laboratory practices. This
section is rounded out with excellent presentations on the application of
molecular diagnostics to genetic diseases for which screening is becoming
more important (Chapter 70) and to identity testing as used in parentage
testing and forensic analysis (Chapter 71). Finally, an entirely new presen-
tation on pharmacogenomics (Chapter 72) provides an understanding of
how molecular analysis of selected genes crucial for response to therapeutic
drugs or for the metabolism of drugs can be used to optimize individual-
ized treatment plans, also known as personalized medicine.

Part 9, Clinical Pathology of Cancer, is a further outgrowth of this
section that was new in the twenty-first edition. Because of the explosion
of new diagnostic information as a result of the successful sequencing of
the human genome, genetic profiles of different forms of cancers have now
become available. Specific forms of cancer are beginning to be diagnosed
using microchips containing gene arrays in which patterns of gene expres-
sion and mutation are evaluated. In addition, new methods of proteomics
(i.e., determination of expression of multiple proteins in patients’ body
fluids and tissues) allow for cancer detection, monitoring, and treatment.
Thus there has been a vast increase in information about the principles
and applications of laboratory methods for diagnosis and monitoring of
malignancies in just the past few years. Chapter 73 deals with the impor-
tant protein markers for cancer in blood and tissues that are commonly
used for the diagnosis and management of malignant diseases. Chapter 74
extends this discussion with exciting new applications of oncoproteins and
growth factors and their receptors in the assessment of malignancies and
modification of therapies. A broad spectrum of molecular and cytogenetic
markers is now commonly used for the initial evaluation of hematopoietic
neoplasms (Chapter 75) that could well become a model for assessment of
most, if not all, malignancies. Because the methods in molecular pathology
used in diagnosing cancer in body fluids are the same as in solid-tissue
diagnosis, breaking down the barriers between anatomic and clinical
pathology, we have now included a new chapter on the evaluation of solid
tumors by these methods in Chapter 76.

The prospects for early detection, prognosis, and implementation of
treatment regimens for cancer based on specific alterations in the genome
have never been more apparent. These chapters in cancer diagnostics
emphasize the genome-based approaches and other new methods such as
proteomics, which has the potential to identify patterns of protein altera-
tions that can be used both for discovery of new targets for examination
and for direct detection of clinical abnormalities. Many of these technolo-
gies have been developed in the past few years and many more versions of
them are sure to appear as the competitive advantage of rapid and inex-
pensive genomic analysis emerges. We think it is vital for pathologists to
understand the bases of molecular diagnostics, the power of this type of
analysis for clinical decision making, and the paths such testing is likely to
take in the future. To this end, the final chapter (77) presents the diagnostic
and prognostic impact of high-throughput genomic and proteomic tech-
nologies and the role they can play in the present and future practice of
pathology.

The fundamental task for trainees in laboratory medicine is to achieve
a sound understanding of analytic principles and the power and limitations



of laboratory examinations so that they can interpret whether abnormal
results are due to a patient’s physical condition or to other potential
interferences such as altered physiologic state, drug interactions, or abnor-
malities introduced by specimen mishandling. Based on mastery of these
technical aspects of test performance and interpretation, pathologists
should be able to recommend strategies to provide the appropriate level
of care for multiple purposes: to screen for disease, to confirm a diagnosis,
to establish a prognosis, and to monitor the effects of treatment. National
practice recommendations from the American Medical Association and the
U.S. Department of Health and Human Services have led to the formula-
tion of standardized panels of multiple individual tests that are targeted
to several organ systems such as through the basic metabolic panel and
comprehensive metabolic panel (Appendix 7). These panels consist of
individual tests that are highly automated and can be conveniently and
inexpensively delivered through most hospital laboratories. Such conve-
nience was not always the case when these assays for basic constituents
such as potassium, sodium, chloride, bicarbonate, calcium, bilirubin, and
all the various metabolites, proteins, and enzyme activities were performed
manually, as documented in previous editions of this textbook. Beyond
those relatively simple tests, immunoassays, too, have undergone
similar transformation: A mere 30 years ago the rapid assay for thyroid-
stimulating hormone (TSH) required 2 days, whereas today a third-
generation TSH measurement can be completed in 20 minutes or less.
Conversion from highly complex and operator-interactive testing to
immediately available and inexpensive assays will almost certainly occur
with procedures that are now at the cutting edge of technology and require
elaborate instrumentation and special expertise to perform. These include
tandem mass spectrometry for small molecules such as hormones, vita-
mins, and drugs; whole genome sequencing for assessing risk of developing
hereditary disorders and diagnosing malignancies; and proteomics for
screening a wide array of proteins in blood, body fluids, and tissues for
disease detection and evidence of progression. The configuration of these
assays will consolidate multiple analyses onto miniature platforms such as
chip technologies. Although these new technologies will likely be expen-
sive to implement initially, the hope is that they will reduce costs in other
parts of the health care system through initiating prevention or treatment

earlier than would be possible without such complex and intimate informa-
tion about a patient’s disease state or propensity to develop a disease.

Within this context, it is clear that the role of the clinical laboratory in
the future will involve more than simply providing numeric results for
physicians to glance at during rounds or after clinic duty. The complexity
and the enormity of the test results that will be routinely available will
require entirely new approaches to data presentation and interpretation to
provide useful information for clinical diagnosis and management. The
challenge to laboratories and clinicians alike is to develop “meaningful
uses” in which electronic health records can store and present all of this
information about a patient—from cradle through an entire life—in which
several segments are integrated: genetic background, environmental
factors, previous diagnostic and monitoring tests, and contemporaneous
monitoring tests. All of these aspects of a patient’s history have the poten-
tial to be meaningful in the most rigorous sense to provide personalized
medical treatments.

This textbook provides grounding in the practice of modern laboratory
medicine, and it points the way to new disciplines that will contribute to
the evolution of strategies for creating, analyzing, and presenting medical
information in the future. We hope that the discussions in this textbook
will stimulate our colleagues at all levels to embrace new diagnostic labora-
tory technologies, in addition to those that are now standard, and to retain
the most valuable from each into practices of the future. The legacy of this
book over the past century has been to provide a clear and useful account
of laboratory tests that generate the solid scientific information upon
which medical decisions are based. Building on that foundation, we enthu-
siastically anticipate new diagnostic capabilities, and we hope that this
textbook will be a stimulus to their development.

It is a privilege and an honor to serve as editors for this twenty-second
edition.

Richard A. McPherson, MD
Matthew R. Pincus, MD, PhD
April 2011
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CHAPTER

LEADERSHIP AND
MANAGEMENT, 3

Strategic Planning, 3
Quality Systems Management, 4

Human Resource (HR)
Management, 6

KEY POINTS

Effective laboratory management requires leaders to provide direction
and managers to get things done. Strategic planning, marketing,
human resource management, and quality management are all key
elements of a laboratory organization.

Most laboratory errors occur in the preanalytic and postanalytic
stages. Six Sigma and Lean are tools that can be used to reduce
laboratory errors and increase productivity.

Laboratory services are provided in many different ways and can be
thought of as placed on a continuum from point-of-care tests
producing immediate answers to highly complex laboratory tests that
require sophisticated technology and skilled staff.

Clinical laboratories are highly regulated; many laboratory practices
are the direct result of federal or state/local legislation. At the federal
level, laboratory activities are regulated through the Clinical
Laboratory Improvement Acts of 1988.

Biological, chemical, ergonomic, and fire hazards cannot be
completely eliminated from the laboratory, but can be minimized
through the use of engineering controls (i.e., safety features built into
the overall design of equipment and supplies), personal protective
equipment, and work practice controls (such as hand washing).

The laboratory plays a central role in health care. How critical is the labo-
ratory? By one estimate, 70% of all medical decisions are based on labora-
tory results (Silverstein, 2003), although laboratory costs account for only
2.3% of total health care dollars (Terry, 2009). The laboratory is a $55.1
billion industry that offers high clinical value at relatively low cost.

The purpose of the laboratory is to provide physicians and other health
care professionals with information to: (1) detect disease or predisposition
to disease; (2) confirm or reject a diagnosis; (3) establish prognosis;
(4) guide patient management; and (5) monitor efficacy of therapy (Kurec,
2000). The laboratory also plays a leading role in education and research,
information technology design and implementation, and quality improve-
ment. To successfully achieve its goal, a laboratory must use (1) medical,
scientific, and technical expertise; (2) resources such as personnel, labora-
tory and data processing equipment, supplies, and facilities; and (3) orga-
nization, management, and communication skills. The goal of this chapter
is to provide a fundamental understanding of general administrative con-
cepts and issues that are the basis of sound laboratory practices. Crucial to
a well-managed laboratory that generates accurate and timely laboratory
reports is sound leadership with skills to guide staff in performing their
daily tasks. A more detailed discussion of these topics is available elsewhere
(Nigon, 2000; Snyder, 1998).

LEADERSHIP AND MANAGEMENT

An organization is only as good as its people, and people are guided
by leaders and managers. The terms leadership and management are

LABORATORY DESIGN AND
SERVICE MODELS, 7

REGULATION, ACCREDITATION,
AND LEGISLATION, 7

GENERAL CONCEPTS AND
ADMINISTRATIVE ISSUES

Anthony S. Kurec, Mark S. Lifshitz

SAFETY, 9

Biological Hazards, 10
Chemical Hazards, 10
Ergonomic Hazards, 11

SELECTED REFERENCES, 12

often used interchangeably but represent different qualities (Table 1-1).
Leadership provides the direction of where one (or an organization) is
going, whereas management provides the “road” to get there. The adage,
“If you don’t know where you are going, any road will get you there,”
illustrates why leadership must be visionary and must set clear goals
with strategic objectives. Effective management uses certain talents to
work with people to get things done. It requires an optimal mix of
skilled personnel, dedicated people, and task-oriented leaders to achieve
these goals. These skills fall under four primary management functions:
(1) planning and prompt decision-making, (2) organizing, (3) leading, and
(4) controlling.

Leadership is a pattern of behaviors used to engage others to complete
tasks in a timely and productive manner. One model of leadership describes
four key leadership styles: supporting, directing, delegating, and coaching.
A supportive leader provides physical and personal resources so that an
individual can accomplish his or her duties. A directive leader presents
rules, orders, or other defined instructions to the individual. The former
approach offers flexibility and encourages creative problem-solving,
whereas the latter approach offers concise and detailed instructions on how
to complete a task. Other styles are also defined by these qualities: A
delegating leader provides low support and direction, whereas a coaching
leader provides high support and direction. A leader may adopt any
behavior style periodically to suit a situation, but in general, one style
usually dominates.

Good management uses, in the most efficient and effective manner, the
human, financial, physical, and information resources available to an or-
ganization. Some basic managerial responsibilities are listed in Table 1-2.
Managers can be stratified as first-line managers (supervisors, team leaders,
chief technologists), middle managers (operations managers, division
heads), and top managers (laboratory directors, chief executive officers
[CEOs], chief financial officers [CFOs], chief information officers [CIOs]).
Each managerial level dictates the daily activities and skill sets required for
that position. Top-level managers concentrate on strategizing and plan-
ning for the next 1-5 years, while first-line managers are more concerned
about completing the day’s work. A top-level manager may or may not
possess technical skills that a first-line manager uses every day. Middle
managers may straddle both areas to some degree by engaging in a variety
of activities that may be strategic as well as tactical.

STRATEGIC PLANNING

Technology has moved the science of laboratory medicine from using
numerous manual methods to applying highly automated ones. This has
leveled the playing field of laboratory science to a point where testing can
be done in the clinic, in the physician’s office, and even in the home by
nontraditional laboratorians. This makes the laboratory a commodity that
must engage in competitive business practices. To survive and even thrive
in a competitive environment, a laboratory must constantly reevaluate its
goals and services and adapt to market forces (e.g., fewer qualified labora-
tory personnel, reduced budgets, stricter regulatory mandates, lower reim-
bursements, new sophisticated technologies). This requires a leader to

3




1 GENERAL CONCEPTS AND ADMINISTRATIVE ISSUES

TABLE 1-1

Leader versus Manager Traits

Leader Manager
Administrator Implementer

Maintains control
Thinks short term
Asks how and when
Watches bottom line

Organizer and developer
Risk taker

Inspiration

Thinks long term

Asks what and why
Challenges status quo
Does the right thing

Accepts status quo
Is a good soldier
Does things right

Adapted from Ali M, Brookson S, Bruce A, et al. Managing for excellence. London:
DK Publishing; 2001, pp 86-149.

TABLE 1-2

Basic Management Responsibilities

Operations Management
Quiality assurance

Policies and procedures
Strategic planning
Benchmarking
Productivity assessment
Legislation/regulations/HIPAA compliance
Medicolegal concerns
Continuing education
Staff meetings

Human Resource Management
Job descriptions
Recruitment and staffing
Orientation

Competency assessment
Personnel records
Performance evaluation/appraisals
Discipline and dismissal
Financial Management
Departmental budgets
Billing

CPT coding

ICD-10 coding
Compliance regulations
Test cost analysis

Fee schedule maintenance
Marketing Management
Customer service
Outreach marketing
Advertising

Website development
Client education

CPT, Current Procedural Terminology; HIPAA, Health Insurance Portability and
Accountability Act; ICD-10, International Classification of Diseases, Tenth
Revision.

carefully make strategic decisions that can have an impact on the laboratory
for years.

The process by which high level decisions are made is called strategic
planning and can be defined as (1) deciding on the objectives of the
organization and the need to modify existing objectives if appropriate;
(2) allocating resources to attain these objectives; and (3) establishing
policies that govern the acquisition, use, and disposition of these resources
(Lifshitz, 1996). Strategic planning is usually based on long-term projec-
tions and a global view that can have an impact on all levels of a laboratory’s
operations. It is different from tactical planning, which consists of the
detailed, day-to-day operations needed to meet the immediate needs of the
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TABLE 1-3

SWOT Analysis for a New Hospital Outreach Program

Strengths

1. Use current technology/instrumentation

. Have excess technical capacity

. Increased test volume will decrease cost per test
. Strong leadership support

. Financial resources available

v AW N

Opportunities
1. Opening of a new physician health care facility

2. Department of Health mandates lead testing on all children younger than
2 years old

3. Have access to hospital marketing department

4. Hospital X is bankrupt; laboratory will close

Weaknesses

. Staffing shortage

. Morale issues

. Inadequate courier system

. Need to hire additional pathologist

. Limited experience in providing multihospital/client LIS services
. Turnaround times are marginal

Threats

1. Competition from other local hospital laboratories

2. Competition from national reference laboratories

3. Reimbursement decreasing
4

. Three local hospitals have consolidated their services, including
laboratory

5. Several new patient service centers (phlebotomy stations) already opened

o L AW N =

LIS, Laboratory information system.

laboratory and works toward meeting the long-term strategic goals that
have been set. For example, a global strategy to develop an outreach busi-
ness may prompt addressing issues such as bringing more reference work
in-house; the need for additional instrumentation and/or automation;
enhancing information technology tools; and adequate staffing to satisfy
service expectations. Risk can be involved in initiating a specific strategy.
A wrong decision may burden a laboratory with unnecessary costs, unused
equipment, and/or overstaffing, making it that much harder to change
course in response to future market forces or new organizational strategies.
Yet not taking a risk may result in loss of opportunities to grow business
and/or improve services.

Strategic planning generally is not the result of a single individual’s
creation but rather is derived from a committee. Managers spend a signifi-
cant amount of time in meetings that often are nonproductive if not
organized efficiently. A variety of techniques can be used to facilitate the
strategic planning process; these include histograms/graphs/scattergrams,
brainstorming, fishbone diagrams, storyboarding, Pareto analyses, and
Delphi analyses (Kurec, 2004a). Another way to evaluate the risks associ-
ated with new strategies is the Strengths, Weaknesses, Opportunities, and
Threats (SWOT) analysis. Generally, environmental factors internal to the
laboratory are classified as strengths and weaknesses, and external environ-
mental factors are opportunities and threats. This process is a particularly
useful tool for guiding a marketing strategy (Table 1-3) and can be used
in developing such a program (Table 1-4). Successful strategic planning
requires preplanning, organization, well-defined goals, communication,
and a firm belief in what is to be accomplished.

QUALITY SYSTEMS MANAGEMENT

A key management goal is to ensure that quality laboratory services are
provided. To accomplish this, every laboratory should strive to obtain
modern equipment, to hire well-trained staff, to ensure a well-designed
and safe physical environment, and to create a good management team. A
key study from 1999 by the IOM (Institute of Medicine, 2000) is often
referred to when quality health care issues and medical error rates are
addressed. This study concluded that 44,000 to as many as 98,000 Ameri-
cans die each year because of medical errors (Silverstein, 2003; Kohn,
1999). Among those errors, 50% were failure to use appropriate tests, and
of those, 32% were failure to act on test findings and 55% were due to



TABLE 1-4

Issues to Consider When Establishing a Marketing Program

Environmental assessment

Define your customer segments

Process

How to market

Remember the four Ps of marketing:

® Product

e Price

* Place

* Promotion

What are the customer needs?

Who is the competition?

Do you have the right testing menu, equipment, and facilities?
Do you have enough personnel?

Do you have adequate financial resources?

Do you know what it costs to do a laboratory test (test cost analysis)?
Physicians, nurses, dentists, other health care providers

Other hospital laboratories, physician office laboratories (POLs)
Insurance companies

Colleges, universities, and other schools

Nursing homes, home health agencies, and clinics
Veterinarians and other animal health care facilities

Researchers, pharmaceutical companies, clinical trials

Identify unique socioeconomic and/or ethnic groups.

Look for population shifts and location (urban, rural, suburban).
Develop a sales/marketing plan and team.

Set goals.

Ensure infrastructure (courier service, LIS capabilities, customer service personnel, etc.) is adequate.
Develop additional test menu items.

Educate laboratory personnel in customer service.

Support and maintain existing client services.

Find advertising/public relations resources.

Review test menu for comprehensive services (niche testing, esoteric testing, other unique services that
could be provided to an eclectic group).

Place advertisements.

Develop brochures, specimen collection manuals, and other customer-related material.

Develop website.

Attend/participate in community health forums.

Identify specific target customers:

e Other hospital laboratories, independent laboratories, reference laboratories

e College/school infirmaries, health clinics, county laboratory facilities (preemployment, drug screening)

e Nursing homes, extended care facilities, drug/alcohol rehabilitation centers, correctional facilities
e Physician offices, groups, and specialties (pediatrics, dermatology, family medicine, etc.)

LIS, Laboratory information system.

avoidable delays in rendering a diagnosis. The frequency of laboratory
error varies across the vast number of laboratory tests performed annually.
In one study, error rates were reported to range from 0.05%-0.61%; and
the distribution of errors among the testing stages was similar, with most
(32%-75%) occurring in the preanalytic stage and far fewer (13%—-32%)
in the analytic stage (Bonini, 2002). Preanalytic errors included hemolyzed,
clotted, or insufficient samples; incorrectly identified or unlabeled samples;
and wrong collection tube drawn and improper specimen storage. Analytic
errors included calibration error and instrument malfunction. Postanalytic
errors included reports sent to the wrong physician, long turnaround time,
and missing reports. Concerted efforts by various governmental regulatory
agencies and professional associations have resulted in mandated programs
that focus on ways to identify errors and to prevent them.

Total quality management (TQM) and continuous quality improvement
(CQI) have been standard approaches to quality leadership and manage-
ment for over 30 years (Juran, 1988; Deming, 1986). TQM is a systems
approach that focuses on teams, processes, statistics, and delivery of
services/products that meet or exceed customer expectations (Brue, 2002).
CQI is an element of TQM that strives to continually improve practices
and not just meet established quality standards. Table 1-5 compares tradi-
tional quality thinking versus TQM. TQM thinking strives to continually
look for ways to reduce errors (“defect prevention”) by empowering
employees to assist in solving problems and getting them to understand
their integral role within the greater system (“universal responsibility”).

Two other quality tools often used are Six Sigma and Lean. Six Sigma
is a process improvement program that is a hands-on process with the

TABLE 1-5

Quality Management: Traditional Versus TQM Thinking

Traditional thinking TQM thinking

Acceptable quality
Department focused
Quality as expense
Defects by workers Defects by system
Management-controlled worker Empowered worker

Status quo Continuous quality improvement
Manage by intuition Manage by fact

Intangible quality Quality defined

We versus they relationship Us relationship

End-process focus System process

Reactive systems Proactive systems

Error-free quality
Organization focused
Quality as means to lower costs

single mantra of “improvement”: improved performance, improved quality,
improved bottom line, improved customer satisfaction, and improved
employee satisfaction. Six Sigma is a structured process that is based on
statistics and quantitative measurements. Through this process, the
number of defects per million opportunities (DPMO) is measured. A
defect is anything that does not meet customer requirements, for example,
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TABLE 1-6
Six Sigma Steps

Six Sigma step Example

Define project goal or
other deliverable that is
critical to quality.

Measure baseline
performance and related
variables.

Emergency department results in less
than 30 minutes from order

Baseline performance: 50% of time results
are within 30 minutes, 70% within
1 hour, 80% within 2 hours, etc.

Variables: Staffing on each shift,
order-to-laboratory receipt time,
receipt-to-result time, etc.

Order-to-receipt time is highly variable
because samples are not placed in
sample transport system immediately
and samples delivered to laboratory are
not clearly flagged as emergency.

Samples from emergency department are
uniquely colored to make them easier
to spot among routine samples.

New performance: Results available 90%
of time within 30 minutes

Analyze data using
statistics and graphs to
identify and quantify
root cause.

Improve performance by
developing and
implementing a solution.

Control factors related to
the improvement, verify
impact, validate benefits,
and monitor over time.

a laboratory result error, a delay in reporting, or a quality control problem.
So, if a laboratory sends out 1000 reports and finds that 10 are reported
late, it has a 1% defect rate; this is equivalent to 10,000 DPMO. The goal
of Six Sigma is to reduce the number of defects to near zero. The sigma
(0), or standard deviation, expresses how much variability exists in products
or services. By reducing variability, one also reduces defects. Thus, one
sigma represents 691,463 DPMO, or a yield (i.e., percentage of products
without defects) of only 30.854%, whereas the goal of Six Sigma is to reach
3.4 DPMO, or a 99.9997% yield (Brue, 2002). Most organizations operate
at or near four sigma (6210 DPMO). To put this in perspective, per Clini-
cal Laboratory Improvement Act (CLIA) *88 guidelines, most proficiency
testing (PT) requires an 80% accuracy rate. This translates to 200,000
defects per million tests, or 2.4 sigma. The reported PT accuracy rate for
CLIA participating laboratories was 97%, or 3.4 sigma (Garber, 2004).
Six Sigma practices can be applied to patient care and safety, providing a
tool for meeting process improvement needs (Riebling, 2008). Examples,
based on College of American Pathologists (CAP) Q-Probes and Q-Tracks
programs, show the outcomes of applying Six Sigma to some common
performance quality indicators. In these studies, the median variance (50th
percentile) for test order accuracy was 2.3%, or 23,000 DPMO; patient
wristband error was 3.13%, or 31,000 DPMO; blood culture contamina-
tion was 2.83%, or 28,300 DPMO; and the pathology discrepancy rate
was 5.1%, or 51,000 DPMO (Berte, 2004). By lowering defects, quality of
care is improved and cost savings are realized by eliminating waste (e.g.,
supplies and materials for reruns), unnecessary steps, and/or staff time
(Sunyog, 2004). By some estimates, the cost of doing business is reduced
by 25%-40% in moving from 3 sigma to 6 sigma performance. An example
of the Six Sigma process is provided in Table 1-6.

The Lean process, first implemented in Japan by Toyota, was ultimately
designed to reduce waste (“nonvalued activities”) (Blaha and White, 2009).
The intent of Lean is to reduce costs by identifying daily work activities
that do not directly add to the delivery of laboratory services in the most
efficient or cost-effective ways. A Lean laboratory utilizes fewer resources,
reduces costs, enhances productivity, promotes staff morale, and improves
the quality of patient care. Lean directly addresses the age-old concept of
“that’s the way we always did it” and looks for ways to improve the process.
Lean practices can be very broad in nature or unique to a single laboratory
work area by focusing on work flow actions in performing specific tasks,
procedures, or other activities accomplished by critically reviewing each
step in the process to determine where inefficiencies can be eliminated.
Some changes require minimal resources and can be accomplished
relatively quickly. Examples include relocating analytic equipment to an
area that would require fewer steps, thus improving turnaround time;
consolidating test menus to fewer instruments, eliminating the expense of
maintaining multiple instruments and supplies; placing pipettes, culture
plates, etc., in easy to access areas; and reallocating staff to maximize use
and minimize wasteful downtime.
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TABLE 1-7

Quality System Essentials (CLSI)

. Organization

. Personnel

Documents and records

. Facilities and safety

. Equipment

. Purchasing and inventory

. Information management

. Occurrence management

. Assessments—internal/external

©NOLU A WN =

Ne)

10. Process improvement
11. Customer service
12. Process control

CLSI, Clinical and Laboratory Standards Institute.

Many laboratories are taking a more focused and stringent approach
to quality system management. In a cooperative effort, the International
Organization for Standardization (ISO) established guidelines that reflect
the highest level of quality. The ISO 15189:2007 has been adopted by CAP
in an effort to improve patient care through quality laboratory practices.
A laboratory that meets or exceeds these guidelines can be CAP-certified,
indicating a high level of confidence in the quality of services provided by
that laboratory. In a similar fashion, the CLSI has created 12 Quality
System Essentials (Table 1-7) based on ISO standards. Each of these 12
areas serves as a starting point in establishing a quality system that covers
pretesting, testing, and posttesting operations. Quality Systems Manage-
ment ultimately dispels the concept of “good enough” and promotes one
of “it can always be done better.”

HUMAN RESOURCE (HR) MANAGEMENT

Recruiting, hiring, training, and retaining qualified personnel have become
major challenges for today’s manager. Over the past 20-30 years, almost
70% of accredited Medical Technology programs have closed, resulting in
a 22% reduction in the number of graduating students. In a recent survey,
the average vacancy rate for staff medical technologists was 10% (Bennett,
2009) with an anticipated employment growth rate of 14% (U.S. Bureau
of Labor Statistics, 2009). The need to compete with other professions
has necessitated implementation of more creative recruitment incentives
such as offering competitive salaries and comprehensive benefits and
ensuring a nonhostile work environment. Today’s job market is volatile
and draws from around the world; thus a greater understanding of
cultural, ethnic, and gender-related traits is necessary to properly
evaluate and attract a pool of competent employees who will meet the
needs of the laboratory and contribute to accomplishing anticipated goals
(Kurec, 2004b).

Labor accounts for 50%-70% of a laboratory’s costs; thus any new or
replacement position must be justified. It is appropriate to review the
authority level, experience and education required, and responsibilities of
a position and compare them with any related changes in technology,
required skills, or other factors. To ensure that the position is still necessary
and covers responsibilities at an appropriate level, ask the question, “If the
position remained unfilled or downgraded, how would that impact the
department or the hospital?” For example, could a particular position be
refilled by an entry-level technologist or a laboratory aide without com-
promising patient care or creating other staffing hardships?

Once the justification review is complete, a criterion-based job descrip-
tion should be developed (Kurec, 2004b). The criterion-based job descrip-
tion should focus on roles and not on specific tasks, as the latter may
require frequent changes depending on operations. A criterion-based job
description includes title, grade, and qualifications (including certification
or licensure) and clearly identifies responsibilities, accountability, and
internal and external organizational relationships. This provides a clear
guide to expectations for both employee and employer.

The recruiting and hiring process requires understanding current and
potential future needs of the laboratory, finding a qualified individual, and
being aware of current local and federal hiring guidelines. During the
interview process, an employer must restrict questions to what can be
legally asked, yet still be able to gain insight as to whether the position is
the right fit for both parties. Also important is developing a sensitivity



toward gender and generational or cultural differences that may be mis-
interpreted or misunderstood during the selection process (Kurec, 2005).

LABORATORY DESIGN AND
SERVICE MODELS

Laboratory services are provided in many different ways and can be
thought of as a continuum from point-of-care tests producing immediate
answers to highly sophisticated laboratory tests that may take days
to complete. Ease of Internet access has added a level of transparency to
how health care is provided to the public and, in particular, provides a
better understanding of laboratory testing through websites such as
www.webmd.com and www.labtestsonline.org. This has increased aware-
ness of what tests are available and what they mean, and has increased the
expectancy that laboratories will provide high quality and timely services.
To meet this demand, laboratories have been redesigned for efficiency,
accessibility, safety, and reliability. Laboratories have changed their inter-
nal design from a very compartmentalized environment to a more central-
ized one, where traditional laboratory sections have been consolidated.
When appropriate, regionalized laboratories have been developed to
perform specialty or complex testing, thus capitalizing on expertise, equip-
ment, and materials. In many institutions, laboratory testing has been
pushed out to point-of-care testing (POCT) to shorten turnaround time
for critical results and enhance convenience for both patients and care-
givers. These internal and external organizational changes have fostered a
greater awareness of the importance of laboratory services and how they
contribute to the continuum of care.

The functional design of a laboratory and its relationship to other testing
sites within a facility have evolved from one with discrete hematology,
chemistry, microbiology, and blood bank sections to one where boundaries
have been obscured. In an effort to lower costs and respond more rapidly
to clinical needs, laboratories have employed both highly automated “core”
facilities and distributed testing at peripheral stat laboratories and/or
POCT sites. Based on current technology, tests that once were performed
in separate laboratory sections are now performed on a single testing
platform (single analyzer), on a workeell (two or more linked instruments),
or with the use of total laboratory automation (workcell with preanalytic
and postanalytic processing). In conjunction with improved preanalytic
sample handling (e.g., bar coding, automated centrifuges, decapper), use
of highly accurate analyzers and timely postanalytic activities (e.g., report-
ing laboratory results via networked computer systems, the Internet, auto-
faxing) further contributes to enhancing the quality of services provided.
These configurations will be discussed further in Chapters 2 and 5.

Regionalization is a consolidation process on a grand scale. In the “hub
and spoke” model, a single, core laboratory serves as the hub, providing
high volume, routine testing. One or more other laboratories act as the
spokes, thus consolidating certain functions into one highly specialized
laboratory. For example, a single laboratory may focus on providing just
microbiology, virology, parasitology, mycology, or other related services.
In constructing such a unique site, the redundancy of procuring technical
expertise, expensive biohazard hoods, negative pressure rooms, clinical and
molecular testing equipment, and other materials can be minimized.
Similar opportunities may exist for other laboratory sections such as cyto-
genetics, molecular diagnostics, cytology, or histocompatibility. Establish-
ing regionalized laboratory systems can require significant up-front
resources, appropriate space requirements, and commitment from senior
personnel from all institutions involved to make this work. In hospital
settings, a Stat or rapid-response laboratory would be necessary to handle
urgent test requests. Challenges to consider in implementing and succeed-
ing with this model include timely specimen transportation, resistance to
change, personnel issues, morale issues, “lost identity” of the laboratory,
and union problems.

The design of facilities is important regardless of the type of laboratory
and may best be accomplished by implementing Six Sigma/Lean tech-
niques to ensure the highest level of productivity. Location of the specimen
processing area, patient registration and data entry, specimen testing work-
flow, short- and long-term storage, and laboratory information system
(LIS) connectivity requirements must be considered. Spatial requirements
in relationship to other hospital services (proximity to emergency depart-
ment, intensive care units, and surgical operating suite) should be viewed
as a multidisciplinary process. Robotics, pneumatic tubes, computers,
hand-held devices, and facsimile machines are the new tools used in
modern laboratories and must be accounted for in the design plans.
Electrical power, temperature/humidity controls, access to water (distilled/

TABLE 1-8

Laboratory Physical Design Considerations

In developing a needs assessment, identify space for offices, personal
facilities, storage, conference/library area, and students.

Routinely review all floor plans and elevations for appropriate usage, and
ensure space and function are related; handicapped accessibility may be
required.

Develop and use a project scheduler to ensure on-time progress.

Fume hoods and biological safety cabinets must be located away from
high traffic areas and doorways that might cause unwanted air current
drafts.

Modular furniture allows for flexibility in moving or reconfiguration of the
laboratory according to current and anticipated needs; conventional
laboratory fixtures may be considered in building depreciation, whereas
modular furniture may not.

Consider HVAC requirements to ensure proper temperature (68° F-76° F),
humidity (20%-60%), air flow (12 air exchanges/hour); extremes in any
one area can adversely affect patients, staff, and equipment.

Base cabinets (under laboratory counters) provide 20%-30% more storage
space than suspended cabinets.

Noise control in open laboratories may be obtained by installing a drop
ceiling. Installation of utilities above a drop ceiling adds to flexibility in
their placement.

In general, space requirements are 150-200 net square feet (excludes
hallways, walls, custodial closets, etc.) per FTE, or 27-40 net square feet
per hospital bed.

Rooms larger than 100 square feet must have two exits; corridors used for
patients must be 8 feet wide, and those not used for patients must be
3 feet 8 inches wide.

An eyewash unit must be within 100 feet of work areas; hands-free units
are preferred.

Suggested standard dimensions in planning and designing a laboratory:

e Laboratory counter width: 2 feet 6 inches

e Laboratory counter-to-wall clearance: 4 feet

e Laboratory counter-to-counter clearance: 7 feet

e Desk height: 30 inches

e Keyboard drawer height: 25-27 inches

* Human body standing: 4 square feet

e Human body sitting: 6 square feet

e Desk space: 3 square feet

Painter, 1993; Mortland, 1997.
FTE, Full-time equivalent; HVAC, heating, ventilating, and air conditioning.

deionized), drainage sources, and air circulation/ventilation issues must
be considered for access and adequate quantity. Regulatory compliance
codes must be reviewed carefully and implemented appropriately to ensure
that safety, ergonomic, and comfort needs are met (Table 1-8). Recently,
concerns of reducing environmental impact have come into play (Kurec,
2009). Many municipalities and hospitals offer strong incentives, or even
mandates, to “go green” by purchasing alternative, nontoxic chemicals,
recycling used electronic products, integrating paperless reporting, and
generally raising staff awareness of energy-wasting practices. To ensure
that one meets local, state, and federal codes, a qualified architect who has
had experience in designing clinical laboratories should be consulted at the
beginning of relocation or renovation designs. This minimizes costly
change orders and maximizes on-time start-up of the new facility.

REGULATION, ACCREDITATION,
AND LEGISLATION

Clinical laboratories are among the most highly regulated health care
entities (Table 1-9). Understanding these laws is necessary to avoid legal
or administrative repercussions that may limit a laboratory’s operations or
shut it down completely. To operate (and receive reimbursement for ser-
vices), laboratories must be licensed and often accredited under federal
and/or state requirements. Although all pathologists must be state-licensed
physicians, 13 states currently require laboratory personnel licensure—a
key consideration when attempting to hire technical staff (Table 1-10).
At the federal level, laboratory activities are regulated through
CLIA ’88 (Federal Register 55, 1990; Federal Register 57, 1992; http://
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http://www.cms.hhs.gov/clia/
http://www.webmd.com
http://www.labtestsonline.org

TABLE 1-9

Laboratory Regulations and Their Significance

1983 Prospective Payment System for Medicare patients established payment based on diagnosis-related groups (DRGs). Hospitals are paid
a fixed amount per DRG, regardless of actual cost, thereby creating an incentive to discharge patients as soon as medically possible. For
inpatients, laboratories become cost centers instead of revenue centers (Social Security Amendments P.L. 98-21).

1984 Deficit Reduction Act (P.L. 93-369): Established outpatient laboratory fee schedule to control costs; froze Part B fee schedule.

1988 Clinical Laboratory Improvement Act of 1988 (CLIA '88) (amended 1990, 1992): Established that all laboratories must be certified
by the federal government with mandated quality assurance, personnel, and proficiency testing standards based on test complexity.
Until this time, the federal government regulated only the few laboratories conducting interstate commerce or independent or hospital
laboratories that wanted Medicare reimbursement. CLIA applies to all sites where testing is done, including physician’s offices and clinics.

1989 Physician Self-referral Ban (Stark I; PL 101-239): Prevents physicians from referring Medicare patients to self-owned laboratories.
Ergonomic Safety and Health Program Management Guidelines: Establish OSHA guidelines for employee safety.
1990 Three-Day Rule initiated by CMS: Payment for any laboratory testing done 3 calendar days before admission as an inpatient is not

reimbursed because testing is considered to be part of the hospital stay (Omnibus Reconciliation Act); directs HHS to develop an
outpatient DRG system.

Occupational Exposure to Hazardous Chemicals in Laboratories: Establishes OSHA guidelines to limit unnecessary exposure to
hazardous chemicals.

1992 Occupational Exposure to Blood-Borne Pathogens: Establishes OSHA guidelines to limit unnecessary exposure to biological hazards.

1996 Health Insurance Portability and Accountability Act: Directs how health care information is managed. This law protects patients
from inappropriate dispersion (oral, written, or electronic) of personal information and is the basis for many of the privacy standards
currently in place.

1 GENERAL CONCEPTS AND ADMINISTRATIVE ISSUES

1997 0IG Compliance Guidelines for clinical laboratories: Help laboratories develop programs that promote high ethical and lawful conduct,
especially regarding billing practices and fraud and abuse.

2001 CMS National Coverage Determinations: Replaced most local medical review policies used to determine whether certain laboratory
tests are medically necessary and therefore reimbursable. Before this, each Medicare intermediary had its own medical necessity
guidelines.

2003 Hazardous Material Regulations: Deal with shipment of blood and other potentially biohazardous products (DOT).

CMS, Centers for Medicare and Medicaid Services; DOT, U.S. Department of Transportation; HHS, U.S. Department of Health and Human Services; OIG, Office of Inspector

General; OSHA, Occupational Safety and Health Administration.

TABLE 1-10

States Requiring Laboratory Personnel Licensure

California Hawaii
Georgia Montana
Louisiana New York
Nevada Puerto Rico
North Dakota Tennessee
Rhode Island West Virginia
Florida

www.cms.hhs.gov/clia/). Before CLIA 88, no consistent federal regulatory
standards had been provided for most laboratories, only sporadic state
initiatives that carried various levels of authority and oversight of labora-
tory activities. CLIA ’88 was enacted in response to concerns about the
lack of national laboratory quality standards. Minimum standards are
enforced by the federal government or by their designees that have
received “deemed status,” reflecting standards equivalent to or stricter than
those put forth by CLIA "88. Most of the clinical laboratories in the United
States are CLIA-certified to perform testing on human samples, indicating
that the laboratory meets personnel, operational, safety, and quality stan-
dards based on test complexity (Table 1-11). Detailed, current guidelines
may be found at http://wwwn.cde.gov/clia/regs/toc.aspx.

The Laboratory Compliance Program was mandated by Congress
(Federal Register 63[163], Aug 24, 1998) in response to concerns from the
Centers for Medicare and Medicaid Services (CMS) about fraud and abuse
of payments. This program requires that laboratories that receive payment
for services from any federal agency must have policies addressing the
medical necessity for tests ordered, ensuring accurate billing for testing,
and promoting a standard of conduct to be adopted by laboratory employ-
ees. Failure to have an active program could cause a laboratory to be
excluded from participating with CMS and could lead to significant finan-
cial and legal penalties. Consider, for example, the patient mix that may
be encountered over the next decade or so. The largest population segment
at this time will be the baby boomer generation (about 78 million). It has
been estimated that those 65 years and older will utilize five times as many
laboratory tests per year as are currently used (Terry, 2009). This will have
an impact not only on test volume requirements, but also on the kind of
testing appropriate for this age set. Physicians must now select the most
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TABLE 1-11
CLIA Categories Included and Excluded

Test categories (based on analyst/operator and complexity to run test)
¢ Waived (e.g., blood glucose, urine pregnancy)
* Moderate complexity
e High complexity
Not categorized (because they do not produce a result)
e Quality control materials
e Calibrators
¢ Collection kits (for HIV, drugs of abuse, etc.)
Not currently regulated (by CLIA)
¢ Noninvasive testing (e.g., bilirubin)
* Breath tests (e.g., alcohol, Helicobacter pylori)
e Drugs of abuse testing in the workplace
e Continuous monitoring/infusion devices (e.g., glucose/insulin)

Data from Sliva C. Update 2003: FDA and CLIA. IND roundtable 510(k) workshop,
April 22, 2003.
CLIA, Clinical Laboratory Improvement Act; HIV, human immunodeficiency virus.

appropriate tests and avoid the “shotgun” approach to test ordering prac-
tices. Ordering the right tests must be justified as medically necessary and
must meet evidence-based medicine protocols (Wians, 2009).

The Health Insurance Portability and Accountability Act (HIPAA) was
enacted in 1996, providing standards that protect the confidentiality of
health information while allowing interchange of information in appropri-
ate circumstances (Federal Register 63, 1998). Various rules have been
implemented that have a direct impact on the laboratory and include the
use and disclosure of protected health information (PHI). PHI includes
any oral, written, electronic, or recorded information such as date of birth,
social security number, address, phone number, or other patient identifier.
Access to this information is restricted on a “need-to-know” basis as
described within an employee’s job description/title. Failure to adhere to
these rules can result in significant fines, and in blatant cases of abuse,
prison time.

A variety of other government agencies and nongovernment or-
ganizations directly or indirectly influence laboratory operations. These
agencies address laboratory issues and other business practices and provide


http://www.cms.hhs.gov/clia/
http://wwwn.cdc.gov/clia/regs/toc.aspx

TABLE 1-12
Laboratory-Related Governmental Agencies

CDC Centers for Disease Control and Prevention is under the U.S. Department of Health and Human Services (HHS) and
provides oversight of public health and safety, including the laboratory (www.cdc.gov).
CMS Centers for Medicare and Medicaid Services (formerly known as HCFA) oversees the largest health care program in

the United States, processing more than 1 billion claims per year. Medicare (see Chapter 12) provides coverage to
approximately 40 million Americans over the age of 65, some people with disabilities, and patients with end-stage renal
disease, with a budget of $309 billion (2004). Medicaid provides coverage to approximately 50 million low-income
individuals through a state—federal partnership that costs $277 billion (2004). CMS sets quality standards and
reimbursement rates that apply to the laboratory and are often used by other third-party payers (www.cms.hhs.gov).

DOT U.S. Department of Transportation has the responsibility of regulating biohazardous materials that include blood and
other human products. Laboratory specimens sent to reference laboratories must be packaged per guidelines set by this
agency (www.dot.gov).

EPA Environmental Protection Agency sets and enforces standards for disposal of hazardous laboratory materials, such as

formalin, xylene, and other potential carcinogens (www.epa.gov).

Equal Employment Opportunity Commission oversees and enforces Title VIII dealing with fair employment practices
related to the Civil Rights Act of 1964 and the Equal Employment Opportunity Act of 1972. Hiring of laboratory staff falls
under the same rules as most businesses (www.eeoc.gov).

FDA U.S. Food and Drug Administration is part of HHS and regulates the manufacture of biologics (such as blood donor

testing and component preparation) and medical devices (such as laboratory analyzers) and test kits through its Office of
In-Vitro Diagnostic Device Evaluation and Safety. FDA inspects blood donor and/or component manufacturing facilities
irrespective of other regulatory agencies and/or accrediting organizations (www.fda.gov).

HHS U.S. Department of Health and Human Services oversees CMS, OIG, and FDA.

NARA National Archives and Records Administration provides a number of databases, including access to the Federal
Register, where laboratory and other regulations are published (www.gpoaccess.gov/fr/index.html).

NRC Nuclear Regulatory Commission develops and enforces federal guidelines that ensure the proper use and operation of
nonmilitary nuclear facilities. Laboratory tests that use radioactive materials (like radioimmunoassays) must adhere to
guidelines set by this agency (www.nrc.gov).

NIDA National Institute on Drug Abuse regulates standards for performing and maintaining appropriate quality control for
drugs of abuse testing (www.nida.nih.gov).

EEOC

NIOSH

National Institute of Occupational Safety and Health is a part of HHS and provides research, information,

education, and training in the field of occupational safety and health. NIOSH makes recommendations regarding safety
hazards but has no authority to enforce them (www.cdc.gov/niosh/homepage.html).

NIH National Institutes of Health is an agency of HHS and is a world leader in medical research. It publishes a variety of
clinical practice guidelines, some of which are applicable to the laboratory, such as those for diabetes and lipid testing

(www.nih.gov).

NIST National Institute of Standards and Technology is a branch of the Commerce Department and has contributed to
the development of many health care products. In addition, it has developed standards for calibration, weights and
measures, and the International System of Units (www.nist.gov).

OIG Office of the Inspector General is part of HHS and is responsible for auditing, inspecting, and identifying fraud and
abuse in CMS programs such as laboratory testing. The focus of OIG is usually noncompliance with reimbursement
regulations such as medical necessity (www.oig.hhs.gov).

OSHA

Occupational Safety and Health Administration is part of the U.S. Department of Labor and develops and enforces

workplace standards to protect employees’ safety and health. Recommendations from OSHA include guidelines
addressing blood-borne pathogens, chemical safety, phlebotomies, latex gloves, ergonomics, and any other potentially
hazardous situation that may be found in the workplace (www.osha.gov).

State Department
of Health

State Departments of Health vary in the extent to which they regulate laboratories. Some states, like New York, license
all laboratories and oversee mandatory proficiency testing and laboratory inspection programs; others do neither. New

York and Washington have Clinical Laboratory Improvement Act “deemed status.”

regulations concerning human resource practices, transportation of speci-
mens, environmental protection, and interstate commerce, to name just a
few (Tables 1-12 and 1-13). The responsibilities assumed by these agencies
represent federal, state, and professional guidelines that are designed to
protect the public and employees from shoddy laboratory testing practices
or unnecessary exposure to biological, chemical, or radioactive hazards.
These guidelines also ensure the availability of quality blood products,
access to laboratory testing as needed, and a safe work environment for
employees. Professional associations play an important part in establishing
guidelines and often lobby for their acceptance as standard of care practice
by governmental agencies. For example, Table 1-14 provides suggested
time limits for record and specimen retention based on CAP guidelines.

SAFETY

The clinical laboratory exposes staff, and potentially the public, to a variety
of hazards, including infectious patients, infectious patient specimens, and
potentially hazardous chemicals and equipment. All health care facilities
should have policies that address routine job-related exposures to biologi-
cal, chemical, and radiation hazards, as well as ergonomic/environmental

hazards, fire safety, act-of-God occurrences (tornadoes, hurricanes, floods,
etc.), and epidemic emergency preparedness plans. Laboratories are
obligated to identify hazards, implement safety strategies to contain the
hazards, and continually audit existing practices to determine whether
new ones are needed. Situations such as the HINI flu outbreak of
2009 required plans to meet staffing shortages and to manage the
infected patient population (Satyadi, 2009). Frequent safety reviews
and disaster drills and general employee awareness help maintain a safe
work environment.

Good safety practices benefit patients and employees and the bottom
line of the laboratory. Injuries and harmful exposures can negatively affect
the laboratory financially, by reputation due to bad press, and through
potential lawsuits, lost workdays and wages, damage to equipment, and
poor staff morale. An injured person may be absent for an indefinite period
and often cannot work at peak efficiency upon return. During this time
off, the workload has to be absorbed by existing staff or through additional
temporary services. Careful planning and compliance with the laws will
minimize undesired outcomes. Although inexperience may be a cause for
some accidents, others result from ignoring known risks, pressure to do
more, carelessness, fatigue, or mental preoccupation (failure to focus
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TABLE 1-13
Laboratory-Related, Nongovernmental Organizations

AABB Formerly known as American Association of Blood Banks,
AABB is a peer professional group that offers a blood bank
accreditation program that can substitute for (but
coordinate with) a CAP inspection. It has CLIA deemed

status (www.aabb.org).

American Society for Clinical Pathology is the largest
organization for laboratory professionals and offers
certification for various specialties (www.ascp.org).

CAP College of American Pathologists offers the largest proficiency
survey program in the United States and has a peer-
surveyed laboratory accreditation program that has CLIA
deemed status. CAP accreditation is recognized by The Joint
Commission as meeting its laboratory standards
(www.cap.org).

CLSI Clinical and Laboratory Standards Institute (formerly NCCLS) is
a peer professional group that develops standardized criteria
regarding laboratory practices; accrediting and licensing
entities often adopt these as standards (e.g., procedure
manual format) (www.clsi.org).

COLA (originally the Commission on Office Laboratory
Accreditation) is a nonprofit organization sponsored by the
American Academy of Family Physicians, the American
College of Physicians, the American Medical Association,
the American Osteopathic Association, and CAP. It has CLIA
deemed status, and its accreditation is recognized by The
Joint Commission. It was originally organized to provide
assistance to physician office laboratories (POLs), but has
recently expanded its product line to other services
(www.cola.org).

TJC The Joint Commission (formerly known as Joint Commission
on Accreditation of Healthcare Organizations) is an
independent, not-for-profit entity that accredits nearly
17,000 health care organizations and programs in the
United States based on a comprehensive set of quality
standards. It has CLIA deemed status and may substitute for
federal Medicare and Medicaid surveys; it also fulfills
licensure requirements in some states and general
requirements of many insurers. TJC usually surveys the
laboratory as part of an overall health care facility survey
(www.jointcommission.org/).

ASCP

COLA

CLIA, Clinical Laboratory Improvement Act.

attention or to concentrate on what is at hand). A number of strategies
may be used to contain hazards, including the use of work practice con-
trols, engineering controls, and personal protective equipment (Table
1-15). The most effective safety programs use all three strategies.

BIOLOGICAL HAZARDS

Biological hazards expose an unprotected individual to bacteria, viruses,
parasites, or other biological entities that can result in injury. Exposure
occurs from ingestion, inoculation, tactile contamination, or inhalation of
infectious material from patients or their body fluids/tissues, supplies or
materials they have been in contact with, or contaminated needles, or by
aerosol dispersion. The potential also exists for inadvertent exposure to
the public through direct contact with aerosolized infectious materials,
improperly processed blood products, and inappropriately disposed of
waste products.

The spread of hepatitis B virus (HBV), hepatitis C virus (HCV), human
immunodeficiency virus (HIV), and tuberculosis (TB) has focused the
responsibility on each health care organization to protect its employees,
patients, and the general public from infection. The Centers for Disease
Control and Prevention (CDC) and the Occupational Safety and Health
Administration (OSHA) have provided guidelines (Universal Precautions)
that recommend precautions in handling body fluids and human tissues
for all patients regardless of their blood-borne infection status (CDC
Recommendations and Reports, 1989). OSHA defines occupational
exposure as “reasonably anticipated skin, eye, mucous membrane, or
percutaneous contact with blood or other potendally infectious materials
that may result from the performance of an employee’s duties” (Federal
Register 29CFR, 1910.1030, 1992). Blood, all other body fluids, and any
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TABLE 1-14

Record/specimen type Retention
Requisitions 2 years
Accession logs 2 years
Maintenance/instrument logs 2 years
Quiality control records 2 years
Blood bank donor/receipt records 10 years
Blood bank patient records 10 years
Blood bank employee signatures/initials 10 years
Blood bank QC records 5 years
Clinical pathology test records 2 years
Serum/CSF/body fluids 48 hours
Urine 24 hours
Blood/fluid smears 7 days
Microbiology stained slides 7 days
Wet tissue 2 weeks
Surgical pathology (bone marrows) slides 10 years
Paraffin blocks/slides 10 years
Cytology slides 5 years
FNA slides 10 years
Reports (surgical/cytology/nonforensic) 10 years
Cytogenetic slides 3 years
Cytogenetic reports/images 20 years
Flow cytometry plots/histograms 10 years

*College of American Pathologists, Northfield, Ill. (March 2009) and/or CLIA ‘88
guidelines (Federal Register 55, 1990; 57, 1992); check with other organizations
(like AABB) or local regulatory agencies for current requirements that may differ
from those above.

unfixed tissue samples are considered potentially infectious for various
blood-borne pathogens. In the laboratory, individuals should avoid mouth
pipetting; consumption of food; smoking; applying cosmetics; potential
needlestick situations; and leaving unprotected any skin, membranes, or
open cuts. Aerosol contamination may be due to inoculating loops (flaming
a loop), spills on laboratory counters, expelling a spray from needles, and
centrifugation of infected fluids.

Although many laboratories require wearing of gloves when perform-
ing phlebotomies, OSHA strongly recommends that gloves be used rou-
tinely as a barrier protection, especially when the health care worker has
cuts or other open wounds on the skin, anticipates hand contamination
(biological or chemical), performs skin punctures; or during phlebotomy
training (OSHA, 1991). All other phlebotomy access procedures may
require use of gloves as determined by local or institutional policy. Employ-
ees must wash their hands after removal of gloves, after any contact with
blood or body fluids, and between patients. Gloves should not be washed
and reused because microorganisms that adhere to gloves are difficult to
remove (Doebbeling, 1988). Masks, protective eyewear, or face shields
must be worn to prevent exposure from splashes to the mouth, eyes, or
nose. All protective equipment that has the potential for coming into
contact with infectious material, including laboratory coats, must be
removed before leaving the laboratory area and must never be taken home
or outside the laboratory (such as during lunch or personal breaks). Labo-
ratory coats must be cleaned onsite or by a professional. It is helpful for
all employees to know what areas (offices, conference rooms, lounges, etc.)
and equipment (telephones, keyboards, copy machines, etc.) are designated
as laboratory work areas because they can be potentially contaminated.
Avoid contamination by not wearing soiled gloves when in these areas or
when using nonlaboratory equipment. Use of medical safety devices will
help reduce the 600,000 to 800,000 needlestick injuries each year (Sharma,
2009; NIOSH; The Needlestick Safety and Prevention Act of 2000, Pub.
L. 106-430, 2000; Bloodborne Pathogens Standard, Federal Register 29CFR
1910.1030, 1992). Table 1-16 outlines some common materials that may
be used for decontamination (CLSI M29-A3, 2005).

CHEMICAL HAZARDS

All clinical laboratories are mandated by OSHA to develop and actively
follow plans that protect laboratory workers from potential exposure to
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TABLE 1-15

Laboratory Hazard Prevention Strategies

Work practice controls (general procedures/policies that
mandate measures to reduce or eliminate exposure to
hazard)

Engineering controls (safety features built into the overall
design of a product)

Personal protective equipment (PPE; barriers that physically
separate the user from a hazard)

TABLE 1-16

Common Decontamination Agents

Heat (250° C for 15 minutes)
Ethylene oxide (450-500 mg/L @ 55° C-60° C)
2% Glutaraldehyde

10% Hydrogen peroxide

10% Formalin

5.25% Hypochlorite (10% bleach)
Formaldehyde

Detergents

Phenols

Ultraviolet radiation

lonizing radiation

Photo-oxidation

hazardous chemicals. To minimize the incidence of chemically related
occupational illnesses and injuries in the workplace, OSHA published its
“Hazard Communication Standard” (Federal Register 29CFR 1910.1200;
1983) and “Chemical Hygiene Plan” (Federal Register 29CFR 1910.1450;
1993), requiring the manufacturers of chemicals to evaluate the hazards of
the chemicals they produce and to develop hazard communication pro-
grams for employees and other users who are exposed to hazardous chemi-
cals (Table 1-17). These OSHA standards are based on the premise that
employees have the right to know what chemical hazards they are poten-
tially exposed to and what protective measures the employer needs to take
to minimize hazardous exposure. Many states have developed individual
guidelines and regulations mandating that employers develop and imple-
ment safety and toxic chemical information programs for their workers
that are reviewed with all employees each year (e.g., the Right-to-Know
Law in New York State [Chap. 551, Art. 48, 12 NYCRR Part 820]).

ERGONOMIC HAZARDS

OSHA presented guidelines (Federal Register 54, 29CFR 1910, 1989) to
address ergonomic hazards in the workplace and to assist employers in
developing a program to prevent work-related problems that primarily
include cumulative trauma disorders. This is a collective group of injuries
involving the musculoskeletal and/or nervous system in response to

Hand washing after each patient contact

Cleaning surfaces with disinfectants

Avoiding unnecessary use of needles and sharps and not recapping
Red bag waste disposal

Immunization for hepatitis

Job rotation to minimize repetitive tasks

Orientation, training, and continuing education

No eating, drinking, or smoking in laboratory

Warning signage

Puncture-resistant containers for disposal and transport of needles and sharps
Safety needles that automatically retract after removal

Biohazard bags

Splash guards

Volatile liquid carriers

Centrifuge safety buckets

Biological safety cabinets and fume hoods

Mechanical pipetting devices

Computer wrist/arm pads

Sensor-controlled sinks or foot/knee/elbow-controlled faucets
Nonlatex gloves

Gowns and laboratory coats

Masks, including particulate respirators

Face shields

Protective eyewear (goggles, safety glasses)

Eyewash station

Chemical-resistant gloves; subzero (freezer) gloves; thermal gloves

TABLE 1-17

Chemical Hazard Communications Plan

1. Develop written hazard communication program.

2. Maintain inventory of all chemicals with chemical and common names,
if appropriate.

3. Manufacturer must assess and supply information about chemical or
physical hazards (flammability, explosive, aerosol, flashpoint, etc.).

4. Employers must maintain Material Safety Data Sheets (MSDS) in English.

5. MSDS must list all ingredients of a substance greater than 1%, except
for known carcinogens if greater than 0.1%.

6. Employers must make MSDS available to employees upon request.

7. Employers must ensure that labels are not defaced or removed and must
post appropriate warnings.
8. Employers must provide information and training (“right-to-know”).
9. Employers must adhere to Occupational Safety and Health Administra-
tion permissible exposure limit, threshold limit, or other exposure limit
value.
10. Designate responsible person(s) for the program.

long-term repetitive twisting, bending, lifting, or assuming static postures
for an extended period of time. These injuries may evolve from environ-
mental factors such as constant or excessive repetitive actions, mechanical
pressure, vibrations, or compressive forces on the arms, hands, wrists,
neck, or back. Human error may also be a causative factor when individuals
push themselves beyond their limits, or when productivity limits are set
too high.

Among laboratory personnel, cumulative trauma disorders are usually
related to repetitive pipetting, keyboard use, or resting their wrists/arms
on sharp edges, such as a laboratory counter. These actions can cause
carpal tunnel syndrome (compression and entrapment of nerve from wrist
to hand), tendonitis (inflammation of tendon), or tenosynovitis (inflamma-
tion or injury to synovial sheath) (Gile, 2004). Awareness and prevention
are essential in managing these disorders. Work practice and engineering
controls, in addition to various hand, arm, leg, back, and neck exercises,
may reduce these problems (Prinz-Lubbert, 1996). The costs of imple-
menting programs to help employees understand and avoid ergonomic
hazards can be financially justified. Back injuries are the second most
common cause for employee absenteeism after the common cold and can
cost employers up to $16,000 per episode (Prinz-Lubbert, 1996).
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KEY POINTS

An effective testing process requires integration of preanalytic,
analytic, and postanalytic steps.

An understanding of workflow is a fundamental prerequisite to any
performance optimization strategy.

A variety of techniques should be used to collect workflow data.
These include sample and test mapping, tube analysis, workstation
analysis, staff interviews, and task (process) mapping.

Though technology is a critical component of every laboratory,

it is only a tool to reach a goal. Technology alone does not improve
performance and workflow; its success or failure depends on how

it is implemented and whether it was truly needed.

Consolidation, standardization, and integration are key strategies that
can optimize workflow using concepts such as Six Sigma to achieve
Lean processes. Managing test utilization may also change overall
operational needs and workflow patterns.

Assessment of excess capacity is useful in establishing the feasibility of
increasing testing workload, especially in outreach programs.

The clinical laboratory is a complex operation that must smoothly
integrate all three phases of the testing process: preanalysis, analysis, and
postanalysis. Preanalysis refers to all the activities that take place before
testing, such as test ordering and sample collection. The analysis stage
consists of the laboratory activities that actually produce a result, such as
running a sample on an automated analyzer. Postanalysis comprises patient
reporting and result interpretation. Collectively, all of the interrelated
laboratory steps in the testing process describe its workflow; this, in turn,
occurs within the overall design of a laboratory operation as described in
its policies and procedures.

The steps in the testing process can be generally categorized according
to testing phase, role (responsibility), or laboratory technology (Fig. 2-1).
Note that the testing process and the grouping of steps vary somewhat
from one facility to another. Depending on the laboratory service model
and technology used, some steps may fall into one category or another.
For example, centrifugation may be performed in a physician office (pre-
analysis) or in the laboratory as part of a total automation workeell (analy-
sis). Depending on the technology selected, a laboratory may automate
some or many of the steps identified in Figure 2-1. Information technology
is the essential “glue” that binds these steps. A more detailed discussion
of each testing phase is presented in Chapters 3-8. This chapter will
explore the interrelationship of laboratory workflow, technology, and
performance.
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UNDERSTANDING WORKFLOW

To fully understand a laboratory’s workflow, one must audit all phases of
the testing process. Only then can one determine how to optimize perfor-
mance and to what degree technologic or nontechnologic solutions are
needed. Table 2-1 provides some of the issues to consider.

Data are of paramount importance in any workflow analysis. Although
laboratory data are rather easy to produce because they are readily available
from automated analyzers and information systems, they may not be com-
plete, valid, or in the format required. Because laboratory data play a
central role in laboratory decision-making (e.g., determining which ana-
lyzer to acquire), they have to be accurate; otherwise, one may make wrong
downstream decisions that can have a negative impact on operations. One
must understand how data are collected by each of these systems and
whether they are valid. For instance, do the test statistics pulled from an
analyzer provide information on how many patient reportable tests are
done, or do they count how many total tests are done (with quality control,
repeats, etc.)? Are panel constituents counted individually, is only the panel
counted, or are both counted? Are the “collect” times accurate on turn-
around time reports that measure “collect to result”? Or are samples
indicated as “collected” on a patient floor before they are actually collected,
thereby making the turnaround time appear longer than actual? Ulti-
mately, there is no substitute for carefully reviewing data to determine
whether they make sense. Sometimes, this requires manually verifying data
collected electronically or directly observing a work area. For example, it
may be necessary to observe when samples arrive in the laboratory to
determine how long a delay exists before staff assign a receipt time in the
computer. By doing so, one can determine the accuracy of the sample
receipt time.

DATA COLLECTION TECHNIQUES

Many types of data can be used to assess workflow. Although some of the
fundamental data analysis techniques are described in this chapter, they
may have to be supplemented with additional data collection to analyze
unique characteristics of a laboratory’s operation. It is always useful (some
would say imperative) to check that the data collected reflect actual labora-
tory experience rather than anomalies created by unusual workflow pat-
terns or laboratory information system (LIS) programs or definitions.

Sample and Test Mapping

One fundamental data collection technique is to analyze the distribution
of samples and tests over time (Fig. 2-2). Depending on what is mapped,
the time interval can be a day (e.g., hour increments for frequently ordered
tests like those in general chemistry) or a week (e.g., daily increments for
tests batched several times a week). The goal is to identify overall workload
patterns to assess whether resources are appropriately matched to needs,
and whether turnaround time or other performance indicators can be
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Step Testing phase

Preanalysis  Analysis

Postanalysis

Role Technology

Analytic TLA
workcell

Physician Lab Preanalytic Analyzer

workcell

Clinical need

Order

Collect

Transport

Receive

Sort

Prepare/centrifuge
Uncap (if needed)
Aliquot

Load sample on analyzer
Add sample/reagents
Mix

Incubate

Detect

Reduce data

Produce result

Review result

Repeat test (if necessary)
Release result

Recap tube
Postprocessing storage
Report result

Access result

Interpret result

Integrate with other clinical info
Clinical action

Figure 2-1
the shading. TLA, Total laboratory automation.

TABLE 2-1

Laboratory testing process. Note that the steps can be categorized according to testing phase, role (responsibility), or laboratory technology, as indicated by

Issues to Consider When Auditing Operations

Test ordering

Where are orders placed—in the laboratory, patient unit, or office? Are inpatient orders handled differently

than outpatient ones? Is there a paper or electronic requisition?

Sample collection

Who collects the samples—Ilaboratory or physician? When are they collected—all hours or just in the AM? Are

samples bar coded at the site of collection or in the laboratory? How are the labels generated? Is there a
positive patient ID system? Does the label contain all the information needed to process the sample?

Transportation

How are samples delivered—by messenger, automatic carrier transport, or a combination? Do all laboratories

participate? Are all patient care areas served? How are stats handled? What is their impact? Is there a
separate system for emergency department and intensive care units?

Sample receipt

Is there a central receiving area? How are samples distributed to each laboratory? Does physical layout

promote efficient sample flow? How are stat samples distinguished from routine ones? How are problem
samples handled? Are samples sorted by workstation or department?

Sample processing

Are samples centrifuged centrally or in distributed locations? Are stats handled differently? Are samples

aliquoted? If so, where? Is a separate sample drawn for each workstation?

Testing

How many workstations are used? How does capacity relate to need? How are samples stored and retrieved?

How long are samples kept? When and why are samples repeated? Are repeat criteria appropriate?

Reporting

How are results reported? Electronically? By remote printer? How are stat and critical values reported, and

are criteria appropriate? How many calls for reports does the laboratory receive, and why? How are

point-of-care tests reported?

improved. It is important that the workload measured reflects actual expe-
rience. For example, if phlebotomists remotely mark specimens “received”
or the laboratory actually orders tests in the LIS, the measured workload
distribution may not accurately reflect the underlying processes. As part
of the exercise, it is also important to map routine samples versus stat ones
and to map locations that may have special needs such as the emergency
department. In addition to sample mapping, one should map key tests and
the number or “density” of tests per sample. This is of special interest in
the chemistry section. Outpatient samples typically have greater test
density than inpatient ones, so an equal number of inpatient and outpatient
samples may be associated with different inpatient and outpatient work-
loads. In automated chemistry, sample mapping more closely reflects staff-
ing needs in that much of the labor is associated with handling and
processing tubes rather than actually performing the assays. In contrast,
test mapping more closely reflects instrument needs (i.e., the test through-
put it needs to complete its workload in a timely manner). By mapping
samples and tests and relating them to turnaround time and staffing, a
laboratory can identify production bottlenecks and alter workflow to
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achieve better outcomes. Very frequently, laboratories discover that delays
are less the result of instrument issues per se, and are more the result of
workflow patterns that are not matched to instrument capabilities.

Tube Analysis

Part of the laboratory’s daily work is related to processing collection tubes
or containers. “Tube labor” includes sorting and centrifuging; aliquoting;
racking, unracking, loading, and unloading samples on analyzers; retriev-
ing tubes for add-on tests; performing manual dilutions or reruns
(depending on instrument); and storing tubes. Although the time needed
to perform a tube task may seem insignificant, it has to be repeated many
times per day, and this can add up to a substantial amount of time. For
example, at an average of 10 seconds per tube, it will take a laboratory
3.3 hours to sort 1200 tubes per day. Automation can often reduce this
labor, but redesigning the workflow may be a less expensive and more
efficient alternative. To the extent that a laboratory reduces the number
of tubes and/or the number of tasks associated with each tube, it can
reduce tube labor and positively influence workflow and staffing needs.
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Figure 2-2 Sample and test mapping. Note that the morning volume peak is due to inpatients, and the density is roughly four tests per sample. The evening peak is
largely due to outpatients and density is far greater, about 10 tests per sample. Test density fluctuates during the day; thus both sample mapping and test mapping are

necessary to accurately evaluate workload.

TABLE 2-2

Analyzer A Analyzer B
Total tubes run 500 500
Mechanical error 13 15
Dilution 7 20
Clot/low volume 20 30
Total instrument-related 40 (32% of 65 (65% of

reruns total reruns) total reruns)

Delta check 62 21
Panic value 23 14

Total laboratory 85 (68% of 35 (35% of
criteria—related reruns total reruns) total reruns)

Total reruns 125 100
% reruns 25% 20%

Chemistry “reruns” are caused by different factors and can be a source of nonpro-
ductive technologist time and/or turnaround time delays. Most Analyzer A reruns
are related to overly tight limits for delta checks and panic values that flag too
many test results for technologist review and rerun. Most Analyzer B reruns are
related to instrument flags caused by a narrow linear range for many methods
and a large sample volume requirement per test. A nontechnologic solution (i.e.,
altering laboratory rerun/review criteria to reduce the number of tubes flagged
for rerun) benefits Analyzer A; however, only a technologic solution (i.e., a new
analyzer) can lower the number of reruns in Analyzer B.

Reducing tube labor is one of the main goals of consolidating chemistry
and immunodiagnostic tests into a single analyzer or workeell. Sample
mapping provides information about how many containers are received
within a specified interval; tube analysis helps to analyze how many addi-
tional “tube-related” tasks have to be done. Tube analysis includes the
number of containers other than tubes (e.g., fingerstick collections that
may require special processing or aliquoting) and the number of reruns
(i.e., repeats) needed as the result of instrument flags and/or laboratory
policies (Table 2-2).

Workstation Analysis

A typical laboratory is divided into stations for allocating work and sched-
uling staff. Some workstations consist of a variety of tasks or tests that are
grouped together for purposes of organizing work for one or more staff.
For example, all manual or semiautomated chemistry tests may be grouped
into a workstation, even though testing might actually be performed at
different sites or using different equipment around the laboratory. More
typically, a workstation is one physical location (e.g., a fully automated
analyzer or group of analyzers such as hematology cell counters or a
chemistry workeell). Regardless of how a laboratory is organized, it is
important to understand where, when, and how the work is performed.
This is the goal of a workstation analysis.

Instrument Audit

A key component of any workstation is equipment. By performing an
instrument audit (Table 2-3), one can better understand how each analyzer
is used, its associated costs, and what potential opportunities might exist
to improve performance. The operating characteristics of each instrument
should be detailed as part of this process. Examples include the maximum
number of samples that can be processed per hour, the number of samples
that can be loaded at a single time, and the numbers of reagent containers
and assays that can be stored onboard. Instrument throughput (tests/hour)
should also be studied by conducting timing studies and reviewing various
statistical reports that can be extracted from the instrument and the LIS.
Most chemistry analyzers are test-based systems, that is, they perform a
specific number of tests per hour, irrespective of how many tests are
ordered on each sample. On the other hand, some of these systems are
affected by test mix (e.g., the relative proportion of electrolytes, general
chemistries, and immunoassays), and this is the major reason that actual
throughput experienced in the laboratory may be lower than what is
claimed by the vendor. The latter may assume an ideal test mix that cannot
be achieved in a given laboratory. It is important to understand how test
mix affects an analyzer’s throughput, and whether work can be redistrib-
uted in a way that enhances throughput. An instrument that was well suited
for the laboratory’s test mix and volume when initially acquired may no
longer provide adequate throughput given a change in test mix. It is
important to ensure that a vendor’s throughput analysis is based on the
laboratory’s actual test mix, and not on a standard used by the vendor.
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2 OPTIMIZING LABORATORY WORKFLOW AND PERFORMANCE

TABLE 2-3
Instrument Audit

Instrument model
Vendor
Date acquired
Method of acquisition
Purchased
Leased
Reagent rental
Service cost per year
Supplies cost per year
Reagents
Controls, calibrators
Consumables
Total test volume per year
Patient samples
Controls and calibrators
Test menu
Hours of operation
Days
Shifts
Number of staff trained
Operating mode
Batch versus continuous
Primary system versus backup

It may turn out that the number of instruments proposed may not meet
the laboratory’s needs.

It is equally important to receive a clear and concise definition of
up-time from the vendor for the instrument(s). This definition should be
simple. If the laboratory cannot report patient results, the instrument is
down. Some vendors consider an instrument down only if the vendor is
called for service. This may mean the percent of up-time by the vendor
may be valued higher than the actual up-time experienced by the labora-
tory. It is important to include this definition in a contract if a laboratory
expects a vendor to uphold desired operational performance levels neces-
sary to consistently maintain patient care support.

Last, labor considerations should not be ignored. Must the instrument
be attended at all times, or does it have walkaway capability? This informa-
tion can be very useful in identifying processing bottlenecks and redesign-
ing workflow.

Test Menu

A careful review of the laboratory’ test offerings should be done during a
workstation analysis. Are the tests performed appropriate for the facility,
given the volume and frequency of test analysis? Just because a laboratory
can perform a test does not mean that it should. For example, if a test is
performed only once a week but requires considerable equipment, train-
ing, or labor input, it may make more sense to send it to a reference labora-
tory where it is performed more frequently. Sometimes the best way to
improve turnaround time and lower the cost of a test is not to perform it.
Unfortunately, this option can be easily overlooked if one focuses only on
how to improve the way existing tests are performed, instead of analyzing
how to best meet clinician needs.

Processing Mode and Load Balancing. These can affect both the cost
and the timeliness of testing. Samples can be processed in batches or run
continuously as they arrive in the laboratory. When grouped into batches,
samples are run at specific intervals (e.g., once a shift, once a day, every
other day) or whenever the batch grows to a certain size (e.g., every 20
samples). Batch processing is often less expensive than continuous process-
ing because the setup costs (quality control, labor, etc.) are spread over
many specimens (see Table 12-2); however, batch processing produces less
timely results. Sometimes batch processing is a limitation of the instrument
thatis used. A batch analyzer cannot be interrupted during operation; thus,
a newly arrived sample cannot be processed immediately if the instrument
is already in use. Most currently available general chemistry and immuno-
assay analyzers are random access analyzers that continuously process
samples. These analyzers can randomly access sample and reagents and
can accommodate an emergency sample at any time. The characteristics
of these analyzers are discussed more fully in Chapter 5. Continuous
processing is facilitated by load balancing, a technique of spreading testing
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over a longer period to better match instrumentation throughput. For
example, outpatient work, which does not require a rapid turnaround time,
can be sequenced into the workflow during off hours. This improves
testing efficiency, reduces the labor content of individual tests, and reduces
throughput requirements (and capital cost) of instruments. In addition,
if significant outreach testing (which does not typically require a rapid
turnaround) is performed, some or all of this volume can be shifted to
times that the laboratory is not as busy. The feasibility of load balancing
can be evaluated only if accurate test mapping and tube analysis are
performed.

Interviews

Data collection is not complete without interviewing staff. This exercise
provides an opportunity for staff to participate in analyzing workflow and
improving performance. It also identifies issues that would not be readily
apparent from data collection alone. For example, many hospitals require
electronic order entry on patient care units. Although this practice may
eliminate paper requisitions, laboratory staff members may still be placing
orders for “add-on” tests that are called into the laboratory (or added
electronically), processing special requests, and troubleshooting incorrect
orders, unacceptable samples, or misaligned bar code labels applied by
nonlaboratory staff during sample collection. This residual work is likely
to be transparent because it probably will not appear on reports, logs, or
computer printouts. Thus, “computer-generated orders” may still be asso-
ciated with considerable manual laboratory labor that may be identified
only through interviews.

Interviews are particularly valuable in understanding what occurs
outside the laboratory. Test ordering patterns or habits can have a signifi-
cant impact on a laboratory’s ability to meet clinician needs. Visits to
patient care units and discussions with nursing unit staff can identify pre-
processing improvements that cost little to implement but save consider-
able money downstream.

Early patient discharge can be a challenging task for hospitals trying
to shorten length of stay. A full understanding of the discharge process
requires interviewing all related staff. One issue that sometimes emerges
is the sample collection time for patients awaiting discharge pending a
laboratory result. To avoid delays in providing results for discharge
patients, some facilities develop elaborate “stat” systems to collect, identify,
and process these samples, as well as report results, during the busiest time
of the day—the early morning. Sometimes, dedicated (stat instrument) or
new technology (point-of-care device) is used for this purpose. However,
one can ensure that results are available in the chart during early morning
clinical rounds by simply collecting laboratory samples from patients on
the evening before discharge. Thus, not all solutions require technology.
A careful mix of workflow restructuring and appropriate technology is
usually the correct approach and the most cost-effective solution.

Task Mapping

No workflow study is complete without mapping of the tasks or processes
involved in performing a test (Middleton, 1996). A rigorous review will
detail every specimen-handling step, each decision point, and redundant
activities. Task mapping can be applied to any segment of a laboratory’s
workflow, whether technical or clerical. A full understanding of the tasks
involved usually requires thorough staff interviews, as discussed previously.
Task mapping should be an ongoing activity and should also be undertaken
whenever one contemplates adding a workstation, test, new technology,
or any significant change to a laboratory process. When implementing
change, it is important to avoid unnecessary or additional steps that are
inadvertently added in the name of “efficiency”; task mapping helps iden-
tify these steps. Mapping also helps compare processes before and after
change (Fig. 2-3, A and B).

WORKFLOW ANALYSIS

Workflow analysis assimilates all of the previously discussed data and
transforms them into valuable information. This step can be done manu-
ally or, as will be described later, using commercially available software for
part of the analysis. A comprehensive workstation analysis should identify
bottlenecks and highlight areas where improvements are necessary.

How is this done? The easiest way, and one that does not require
computer support, is to follow the path of a specimen or group of speci-
mens through the entire process. This should begin at or near the bedside
to see how physicians are ordering tests and should proceed to specimen
acquisition and delivery to the laboratory. A flow sheet, which follows the
sample from initial order to arrival in the laboratory, should be created.
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A separate task force is usually assigned to the prelaboratory phase because
multiple departments and staff are usually involved; the laboratory often
has little or no direct control over this critical portion of workflow, espe-
cially when nonlaboratory staff collect samples.

Specimen transit through the laboratory should then be documented,
noting areas where batch processing occurs. For example, one should
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Figure 2-3 A, Task mapping: Original workflow for hematology cell counting.
B, Task mapping: Improved workflow for hematology cell counting subsequent to
workcell implementation. Note the reduction in steps as compared with part A.

identify minimum and maximum centrifugation times for applicable speci-
mens (such as those that have to be aliquoted). If specimens require 10
minutes for loading and spinning, this should not be assumed to be the
average time because a sample queue may form during peak periods. Using
the sample arrival mapping done in data collection, an average time can
be assigned by time of day. If this is done manually, it is best to select a
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2 OPTIMIZING LABORATORY WORKFLOW AND PERFORMANCE

TABLE 2-4
Interrelated Variables Simulated by Workflow Software Models

Equipment configuration

Facility design

Labor by shift and day

Throughput

Routine maintenance

Downtime

Sample volume (distribution and peak demand)
Sample container type

Review policy and rerun rates

Batch size

number of key times and average them, if possible. Similarly, one should
note whether loading specimens on the analyzer is delayed. Many other
examples of physical bottlenecks need to be identified and quantified. It is
not always possible to completely eliminate bottlenecks; however, it is
possible to mitigate their impact through new technology, alternative pro-
cessing modes (e.g., random access vs. batch processing), and workflow
redesign.

Nonphysical bottlenecks should also be identified and quantified. A
classic example is the mode of result verification. Batching results for a
technologist to review and accept is every bit as much a bottleneck as is
waiting for a centrifuge to process a sample. In contrast, LIS autoverifica-
tion (where results are automatically released on the basis of preset criteria)
can reduce test turnaround time without requiring a major reorganization
of the laboratory. However, the degree to which autoverification enhances
workflow depends on the manner in which it is implemented and the
algorithms defined to qualify a result for this feature. This, in turn, may
depend on the LIS used. These issues are discussed further in Chapter 11.

Many vendors who want to sell automated equipment systems to the
laboratory will provide free workflow analysis. They usually have experi-
enced technical staff who do this, and the information can be very helpful.
The laboratory will need to provide the necessary data or access to the
laboratory for data collection. Together the vendor and laboratory leader-
ship need to analyze the workflow to identify opportunities to improve
operations, which may well involve the vendor’s automated system.

Workflow Modeling

Although the analyses discussed earlier are critical to understanding
current and proposed workflow designs, they usually provide a somewhat
static picture (i.e., each describes a single data element and often how it
changes over time). In practice, however, workflow consists of many inter-
related variables, and it is difficult to understand (or to evaluate in the
laboratory) how a change in one variable affects another. Further, although
workflow studies can be very beneficial, they consume resources that may
not be available in every laboratory. To address this need, technology
vendors have developed workflow simulations. By using sophisticated
workflow modeling software, one can analyze these complex interrelation-
ships to better predict the outcome of a given workflow design (Table 2-4).
Workflow modeling can help identify bottlenecks and the impact of staff-
ing changes or different equipment configurations on cost and turnaround
time. It can also be used to gain a better understanding of how a given
analyzer responds to changes in test volume and test mix. For example,
one can simulate the impact of increasing routine test volume on an instru-
ment’s turnaround time for stat samples (Mohammad, 2004). As with all
workflow analyses, however, software modeling must be based on accurate
data collection techniques.

Because most simulation programs are proprietary products, they may
not allow modeling of all available instruments. Workflow simulation is
still a powerful tool, and inferences can be drawn about more efficient
processing and testing regardless of the model instrument involved. More
important, these programs readily highlight deficiencies in a laboratory’s
current operations and can point to specific areas where the greatest
improvements are achievable.

Pneumatic Tube Transport of Specimens

Many laboratories, especially those in large hospital facilities, use pneu-
matic tube systems for specimen transport to the laboratory. They can
greatly decrease transport time and thus total turnaround time for test
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TABLE 2-5

Breakthrough Technology

Changes fundamental workflow
Consolidates workstations
Saves labor

Improves service

Sets new performance standard
Leads to premium pricing

results. Some of these systems can be extensive, especially the branching
systems that can reach most parts of a hospital. Once a laboratory has a
tube system, it becomes very dependent on it, requiring a good service and
support system to maintain it. Usually the plant operations or engineering
department of the hospital maintains the system on a daily basis. In addi-
tion, enough specimen carriers must be available to supply all areas of the
hospital in need of specimen transport to the laboratory. It is important to
monitor the number of carriers in the system and to order new carriers
when existing supplies wear out or “disappear” (it is not uncommon for
locations to “stockpile” carriers, at the expense of other locations, to ensure

their availability).

UNDERSTANDING TECHNOLOGY

No discussion of workflow is complete without examining the role of
technology (De Cresce, 1988). Laboratory technology refers largely to
three functional areas: testing equipment (i.e., analyzers), preanalytic pro-
cessors, and information technology (IT). Although the former two areas
are specific to the laboratory, IT is not, and its design and role are often
determined by factors outside the laboratory. For example, the manner in
which a laboratory information system is used for data retrieval and report-
ing (i.e., whether or not physicians directly access the LIS to view results)
depends on whether a hospital information system is available to serve this
purpose (see Chapter 11). In the latter case, laboratory data are accessed
and reported through a secondary system. Also, the laboratory system may
be part of a broader approach or a single IT vendor solution within the
health care center and not a standalone product to be selected by the labo-
ratory. Under these circumstances, the technology selected, although
optimal for the general institution, may not be optimal for the laboratory.
Changes in hospital-wide systems are rarely made to accommodate effi-
ciencies in ancillary services like the laboratory. These systems are primar-
ily geared toward easy access to clinical information by caregivers and
accurate billing by the hospital finance department.

THE ROLE OF TECHNOLOGY:
PRINCIPLES AND PITFALLS

Technology has radically changed the clinical laboratory over the past 30
years and continues to be the driving force behind many new develop-
ments. Periodically, a breakthrough technology is introduced that revolu-
tionizes laboratory medicine (Table 2-5). Examples include the random
access chemistry analyzer, the automated immunodiagnostics system, the
chemistry and immunodiagnostics integrated workcell, and molecular
diagnostics. Each change profoundly alters how a laboratory functions and
the type of information it provides clinicians. Although breakthrough
technologies offer a large potential benefit, they cost more. Over time, a
breakthrough technology is adopted by multiple vendors, competition
develops, prices fall, and its use becomes widespread among laboratories;
in other words, it becomes a current or derivative technology. Early adopt-
ers of breakthrough technology often pay more and receive less benefit
than those who wait until it becomes a current technology. By thoroughly
understanding the role of technology one can determine how to best use
it in the clinical laboratory. The following issues should be considered
when evaluating technology.

Is technology needed? Technology is an integral part of a modern
laboratory; however, it is not the solution to every problem. Often a non-
technologic solution provides a faster, better, and less expensive workflow
approach than a technologic one. Knowing when to introduce a nontech-
nologic solution instead of a technologic one can mean the difference
between a targeted, cost-effective solution and an expensive one that does
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Figure 2-4 Test demand versus instrument capacity. Note that demand exceeds
capacity during peak periods, thereby creating backlogs. In many facilities, short
backlogs are acceptable. If they are not clinically acceptable, the laboratory should
explore ways to more evenly match capacity and demand, for example, by altering

blood collection schedules or introducing new work from additional clients. New
technology should be the last approach that is considered.

not fully address the initial problem, provides unnecessary functionality,
or provides necessary functionality but at an unnecessary cost. For example,
a laboratory may experience a sharp morning spike in samples, thereby
creating workflow backlogs (Fig. 2-4). Instead of purchasing more equip-
ment to provide additional capacity during peak periods, the laboratory
should look for ways to distribute work more evenly during the shift. The
key is to avoid delivering large sample batches to the laboratory. Outreach
samples can be more evenly distributed because the turnaround time is
usually not critical. One approach might be to rearrange phlebotomy draw
schedules so that blood draws begin earlier and are spread out over a longer
period (Sunyog, 2004). Another approach is to have phlebotomists send
samples to the laboratory after every few patients instead of waiting to
collect a large batch from an entire floor. One consideration is to have the
inpatient nursing unit staff perform specimen collection. This may control
the number of inappropriate stat orders because nursing units are more
familiar than a laboratory phlebotomist with the status of the patient. This
requires consistent phlebotomy training for all nursing unit staff that
collect specimens to prevent specimen integrity problems. Thus one
should analyze and reengineer processes to the greatest possible degree
before embarking on a technology solution; this approach may yield an
inexpensive solution that is quicker and easier to implement. Sometimes,
nontechnologic solutions, although preferable, are out of the direct control
of the laboratory staff and consequently do not receive the attention they
deserve. Thus, a technology solution is selected because it can be imple-
mented without the support of other departments.

Technology is a means to an end, not an end. Technology alone
does not improve performance and workflow; it is only a tool to reach a
goal. Ultimately, new technology succeeds or fails according to how it is
implemented. This, in turn, depends on people and their ability to clearly
analyze how technology and workflow can be optimally integrated into
their setting. What works for one location may not work for another.
Sometimes this means changing long-standing practices or staff schedules.
For example, if four chemistry analyzers are consolidated into two, staff
need to be reallocated to take into account fewer workstations and/or peak
testing needs. Similarly, batching certain tests on a new high throughput
analyzer does not take full advantage of its continuous processing capabili-
ties and in some instances may yield a lower throughput than the analyzer
it replaces. Last, manually transcribing physician orders from paper req-
uisitions into a hospital or laboratory information system provides far less
functionality and error reduction capability than is provided by direct
electronic order entry by physicians. Because technology has to be “cus-
tomized” for each site, laboratories implement the same technology in
different ways and experience different outcomes. It should never be
assumed that improvements and results seen at another facility will auto-
matically occur in one’s own facility. The most successful implementations
require a total workflow reassessment to evaluate how best to integrate
technology. By critically evaluating existing practices, one can avoid per-
petuating inefficient processes even with new equipment.

Overbuying—the cardinal sin. More than anything else, overbuying
increases costs that burden an operation over the life of the technology.

Although it is tempting to overbuy “just in case” capacity needs grow (such
as with new outreach work), these needs may not materialize or may occur
slowly over time, allowing for an incremental and more cost-effective
approach. A new instrument in the laboratory rarely, if ever, directly trans-
lates into new testing volume. The market demand for testing is generally
independent of the laboratory’s capacity to test, although greater capacity
may allow the laboratory to more aggressively market services. Different
types of overbuying may occur. For example, one may buy three analyzers
instead of two or an analyzer that performs 1000 tests per hour instead of
a device that runs 500 tests per hour. Alternatively, a total laboratory
automation solution may be implemented instead of one based on several
smaller workcells or standalone analyzers. In all instances, overbuying
increases costs. All of the previous examples increase depreciation costs,
require more service and maintenance, and can lead to ineffective labor
utilization and suboptimal workflow. Buying more analyzers than neces-
sary can also increase reagent costs in that each instrument has to be cali-
brated, controlled, and cross-correlated with other devices running the
same test. Reagent waste (due to outdating) may also increase if low
volume tests are set up on all of the analyzers.

Overbuying should not be confused with excess capacity that is some-
times unavoidable when necessary backup systems are implemented. Ulti-
mately, it is the laboratory service model that determines whether backup
is needed. For some tests (e.g., cardiac markers), the laboratory may need
a backup system; for others (e.g., tumor markers), it may not. Also, a stat
laboratory’s backup needs will differ from those of a reference laboratory.
A well-designed workflow can balance a laboratory’s need for some backup
without unnecessary overbuying. For a laboratory that needs a 1000 test/
hour capacity, this may mean selecting two 500 test/hour analyzers instead
of two running 1000 tests/hour. Alternatively, it may mean selecting one
1000 test/hour analyzer and using a laboratory nearby (that is interfaced
to the first laboratory’s information system) for backup. Last, it may mean
selecting two 1000 test/hour analyzers but running one at a time. This last
solution is rarely successful because it duplicates expensive technology and
increases maintenance costs. A simple analogy to the family car is often
instructive—people rarely buy two automobiles to do what one can do
most of the time. Instead, they rely on alternative sources such as renting,
public transportation, or taxis to fill occasional needs. One must be sure
not to underbuy as well. Many times the number of analyzers is dependent
not only on volume throughput but also on stability (up time). If instru-
mentation is down a significant amount of time, and the effort to bring it
back online will take hours or days, a backup instrument is critical for
continued testing support. Many large laboratory operations have exten-
sive automation in chemistry and hematology that require constant avail-
ability of service support by the vendor to make sure the instrumentation
is always in working order. In some cases, a vendor will actually have a
service engineer routinely present onsite during weekday hours to main-
tain the automation system and to help train staff to do the same. Because
of staffing shortages on a national level, automation has helped laboratories
do more with less, but only if the automation stays consistently functional.
Ultimately, the goal is to “right buy,” that is, to avoid overbuying or
underbuying technology.

Do you understand what you are buying? There is a difference
between “buying” technology and being “sold” technology by vendors.
The former approach requires an analysis by the laboratory to identify
what it needs and a thorough understanding of the technology under
consideration, whereas the latter relies more heavily on the vendor to
provide a solution to the laboratory. The risk of being “sold” a technology
is that it might not be the optimal solution. Most instruments work and
do what they are advertised to do. Unfortunately, “what they do” may not
be what one needs.

The type of technology is also important. Current technology is
generally easier to understand and offers a less risky strategy than break-
through technology, although it might also provide less reward. Break-
through technology is, by definition, a new technology, and it may be
difficult to fully understand whether it is appropriate in a given laboratory
setting, how best to implement it, or how significant a financial impact it
will make.

Other issues to consider relate to the technology itself and whether it
currently offers all the features required by a laboratory. A vendor may
promote certain enhancements or capabilities scheduled for the future,
especially when marketing analyzers. These may include tests in develop-
ment, instrument or computer hardware improvements, new versions of
software, or automatic upgrades to a next-generation system. Although
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TABLE 2-6

Workflow Metric Examples

Metric Comments

Turnaround Time (TAT) Studies
Collection to receipt

Is collection time correct? How long does it take for samples to reach laboratory? Is tube transport

system functioning properly? Are messenger pickups reliable?

Receipt to result

How long does testing take once the laboratory receives a sample? Is it held in a central receiving

area before it is brought to the technologist?

Order (or collection) to result

This is what the physician perceives as total turnaround time. Is it accurate? How long does it take for

a released laboratory result to appear in the hospital information system? Do networking issues
external to the laboratory delay the appearance of results?

Stat and routine TAT by hour

Is stat TAT longer in AM when routine samples from morning collection arrive? What is the difference

in TAT for routine and stats? Are some tests affected more than others?

Monthly Volume Statistics
“Billable” tests

How many orderable tests are performed? What is the trend? Has total volume or a specific test’s

volume changed enough to warrant a reevaluation of workflow or testing capacity? Should any
tests be sent to a reference laboratory rather than performed in-house?

“Exploded” tests

Exploding chemistry panels into individual components provides a more accurate assessment of

general testing “load” on analyzers and reagent usage than orderable tests alone. Has volume
changed? Is it related to a specific location or a new service?

By location

Has testing volume changed in specific nursing units or outpatient settings? Has the volume of

inpatient and outpatient testing changed?

Reference laboratory tests

Are certain tests increasing in volume; if so, why and at what cost? Are total monthly costs changing?

(Tests with the highest cost/year are not always the highest volume ones.) Should certain tests be
screened for appropriateness? Does it make sense to perform any of these tests in-house (“buy

versus make” decision)?

Sample and Test Mapping
Tubes per hour
storage.

Tests per hour by department or
workstation

these future enhancements may seem attractive, they may not materialize,
so they should not be a primary reason for choosing technology. A better
approach is to delay purchasing the system until it can offer the laboratory
the capabilities it needs. Another potential mistake is overestimating a
technology’s lifetime or usefulness because this will underestimate its true
cost. In the end, the question each laboratorian should ask is not “Does
this technology work?” but rather “Does this technology work for me?”

OPTIMIZING PERFORMANCE

Optimizing performance refers to the process by which workflow (includ-
ing laboratory design) and technology are integrated to yield an operation
that best meets the clinical needs and financial goals of the organization:
high quality at low cost. In practice, there are times when workflow
changes improve service levels and reduce cost. For example, consolidating
chemistry systems may lower capital and operating costs and may improve
turnaround time. At other times, there is a tradeoff between cost and
quality. For example, a phlebotomy staff reduction, while lowering costs,
may lengthen the time necessary to complete morning blood collection.
This, in turn, may delay when test results become available, but this may
not be significant if results are not needed until later in the day. On the
other hand, if a patient’s discharge is contingent on reviewing the result in
the morning, a testing delay could increase length of stay. Ultimately, these
decisions need to be analyzed within the framework of the overall institu-
tion, taking into account the downstream impact of these actions and their
effects on other departments.

Optimizing performance is an ongoing process that requires one to
constantly assess and reassess workflow and needs. This requires periodic
data collection and analysis. Table 2-6 provides examples of workflow
metrics that are useful to monitor. Ultimately, the degree to which any of
these reports is useful depends on the accuracy of the data. Many different
approaches may be taken to optimizing performance; some of the more
common ones are discussed here and in Table 2-7.

Consolidation, integration, and standardization are three key interre-
lated strategies that have assumed increasing importance in recent years as
laboratories have become affiliated with one another through large health
care networks. These concepts are also relevant to a single facility.
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Tube handling in chemistry has a direct impact on staff and includes centrifugation, aliquoting, and

This is needed to compare “testing demand” versus “instrument capacity” and can help determine
optimal instrument configuration.

Consolidation. Testing can be consolidated from multiple sites or work-
stations in a single facility, or selected tests from many facilities can be
centralized in one or more locations. Consolidation creates larger sample
batches or runs; this improves testing efficiency in that fixed quality control
and calibration costs are distributed over more samples. This, in turn,
lowers per unit costs. Consolidation may yield larger reference laboratory
test volume. A “make versus buy” analysis can determine whether it is
economically feasible to insource tests previously sent to a reference labo-
ratory (Kisner, 2003). Consolidation may also improve turnaround time
by making it cost-effective to perform tests more frequently or to use a
more automated technology. Some tests may not be appropriate to con-
solidate. For example, blood gases and other point-of-care tests may have
to be performed at multiple sites in a hospital to provide the necessary
turnaround time demanded by clinicians. Similarly, little benefit may be
derived from performing routine hospital complete blood counts (CBCs)
at a central off-site location instead of at the main hospital rapid response
laboratory. In contrast, it may be beneficial to consolidate across facilities
those tests that are less time-sensitive (e.g., tumor markers) or that require
special skills and/or dedicated equipment at each site (e.g., microbiology
services). To successfully consolidate tests from multiple facilities, a central
site must control new costs (by minimizing additional staff or equipment
to perform the tests) and provide better or comparable quality and service
to what had been provided (Carter, 2004). It must also foster a collabora-
tive approach to ensure that all of the sending facility’s needs are met,
including common physician concerns such as longer turnaround time and
limited ability to access information or interact with a remote laboratory.
A successful consolidation should be transparent to the clinician.

Standardization. Standardized policies, methods, and equipment benefit
laboratories in several ways. Direct benefits, like lower costs, can be real-
ized when the laboratory aggressively negotiates with one vendor to supply
all chemistry or hematology equipment and reagents. Indirect benefits are
due to the simplified operations that result from standardization and make
it easier to cross-train staff or implement policies and procedures. Stan-
dardization is a gradual process that can take several years to complete.
Rapid transition usually is not possible because of vendor contract lock-ins;
a buyout of an existing contract is usually too expensive and can partially



TABLE 2-7
Strategies to Optimize Performance

Strategy Example

Consolidate

One facility: Run stat and routine samples together on the same analyzer; run routine and specialty

tests on the same platform; collapse number of analyzers and workstations and use workcell, if
applicable. Consolidation can reduce “tube labor.”

Multiple facilities: Centralize selected low volume, high cost tests/services at a single location (e.g.,
molecular diagnostics [HIV viral load], blood donor collection).

Standardize

Equipment: All equipment purchased from one vendor yields larger volume discounts and lower costs

for reagents and analyzers, especially in chemistry and immunodiagnostics.

Method: Uniform reference range for all laboratories promotes seamless testing environment for
inpatients and outpatients with data comparability and trending results across laboratories; it also
provides system backup without excess redundancy.

Policies: Simplify procedure manuals and compliance documents so they can be shared.
Staff: Standardized operations make it easier to share staff among facilities.
LIS: Database management is simplified.

Integrate

Computer: Network LIS system with other data systems to promote seamless flow (e.g., sending

point-of-care results into the LIS).
Courier: Use single service to deliver samples among multiple sites.

Strategic sourcing

Long-term strategy: Competitively bid equipment, supplies, reference laboratory services, etc., taking

into account payment terms, delivery charges, value-added services, and product costs.

Rapid repricing
“Make versus buy”

Short-term strategy: Renegotiate pricing with existing vendors.
Review all send-out tests and low volume in-house tests to identify which tests to “buy” (i.e., send out

or outsource) and which to “make” (i.e., do in-house) based on cost and turnaround time. Also,
review services such as couriers.

Review laboratory policies
and tasks

Critically review laboratory policies and procedures to determine their relevance and appropriateness:
Can delta check limits be narrowed or eliminated to reduce the numbers of test repeats and

verifications without compromising quality? Are critical call values clinically appropriate, or do they
generate unnecessary calls to physicians? Can nonurgent expensive tests be batched twice weekly
instead of every day? Do clinicians need certain tests daily that are available only several times a
week? Are quality control and maintenance procedures excessive?

Make maximum use of simple
and/or existing IT solutions

Cross-train staff
hematology alone.

Adjust skill mix

Rule-based autoverification process eliminates need for technologist to manually release each result
(Crolla, 2003); sample racking storage system eliminates most of the time spent looking for samples.

Train technologists to perform automated chemistry and hematology tests instead of chemistry or

Adjust skill level (and compensation) of staff to match task performed: Use laboratory helpers instead

of technologists to centrifuge samples or load samples on analyzers.

Adjust staff scheduling

Use part-time phlebotomists to supplement peak blood collection periods instead of full-time

phlebotomists who are underutilized once morning collection is finished.

Change laboratory layout

Manage utilization

Design open laboratory that allows all automated testing to run in the same location and promotes
cross-training of staff.

Require pathologist or director approval to order select costly reference laboratory tests, and/or restrict

usage of various tests to specialists.

HIV, Human immunodeficiency virus; /T, information technology; LIS, laboratory information system.

or completely offset any intended savings from a new contract. Sometimes,
the unique needs of a location may preclude standardization with other
laboratories, or a single vendor may not offer a product line that is suitable
for each facility. In these instances, it is still possible to significantly lower
costs and/or improve performance albeit using a more varied or limited
approach.

Integration. Integration is the process by which services at one location
are coordinated, shared, and/or connected to those at another to provide
a seamless operation. Although integration is often a byproduct of con-
solidation and standardization, the latter two strategies are not a pre-
requisite to successful integration. For example, consider a laboratory
information system that links several facilities. Although a single seamless
operation can be created with a single vendor’s system, it is also possible
to network systems from different vendors, albeit with greater difficulty
and possibly less functionality. Other integration examples include cross-
training staff among different laboratory sections or facilities and interfac-
ing point-of-care laboratory data to the main laboratory system.

Six Sigma and Lean. Six Sigma is a management concept that was first
introduced by Motorola in 1979 (Gras, 2007). The ultimate goal is to
reduce defects to fewer than 3.4 per million procedures. Lean is a manage-
ment concept that reduces waste and streamlines an operation (Sunyog,
2004). It was used to describe the automaker Toyota’s business process in
the 1980s. (See Chapter 1 for a complete discussion of Six Sigma and Lean).

Managing Utilization. Thus far, strategies to optimize performance
have focused on ways to do work better and at lower cost. Although this
is important, it does not address the most basic question—Is the work, that
is, the test, necessary? After all, the least expensive test is the test that is
not done. Lowering test volume may change overall operational needs and
workflow patterns. Keep in mind that inpatient laboratory work generally
is not reimbursed (see Chapter 12), so each laboratory test is an added cost
for the hospital. Thus, lowering inpatient utilization has a direct impact
on costs. In contrast, outpatient testing generally is reimbursed by a third-
party payer or by the patient. Despite this, the amount reimbursed may
not be sufficient to cover the cost of the test. This is especially true for
expensive new reference laboratory tests for which the laboratory may
receive only $0.20-0.30 for each dollar spent. So, selectively controlling
outpatient utilization can be financially beneficial. Appropriate utilization
of tests does not only mean lowering utilization. In some instances, tests
that should be ordered may not be ordered; this could potentially have an
impact on patient care and could lengthen stay.

A laboratory may use different strategies to manage utilization depend-
ing on the type of test (Lewandrowski, 2003). Over the years, laboratories
have realized large cost savings through productivity improvements. As a
result, it is far easier and less costly to run a $0.10 test than to determine
whether each one is appropriate. Although this is true for many high-
volume tests (like CBCs and basic metabolic panels) it is not true for
many new, complex, and costly reference laboratory tests such as cancer
diagnostics and viral genotyping. Thus, a different strategy is needed to
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manage utilization of costly reference laboratory tests than to manage
CBCs. For example, reference laboratory utilization can be managed by
reviewing each order (for certain tests) and its cost with the clinician
according to guidelines developed with the clinical services. This cost
avoidance strategy not only ensures that clinical indications are met; it also
educates physicians about the costs and challenges each one to evaluate
the cost-benefit of using it. In contrast, high-volume tests such as a CBC
require a broader strategy that restricts or guides ordering frequency
electronically through various clinical pathways or guideline-based deci-
sion support systems (van Wijk, 2002). For example, a comprehensive or
basic metabolic panel might be limited to one order per admission if the
patient is stable. Little can be saved by eliminating one low-cost laboratory
test from a panel of five other tests. The most significant cost savings is
realized when a phlebotomy is eliminated. This usually requires rethinking
the frequency of laboratory orders across all clinical services and changing
practice patterns to reduce the number of times a patient’s blood is col-
lected. Test repetition is a common component of overall test utilization
and is costly (van Walraven, 2003).

A laboratory-based diagnostic algorithm can assist with medical
decision-making and reduce test utilization. With this approach, a physi-
cian requests the laboratory to perform a diagnostic workup (e.g., thyroid
function evaluation) instead of ordering specific tests. Thus, the laboratory
determines the appropriate tests to run and in what order (Yang, 1996).

EVALUATING EXCESS CAPACITY

Multiple factors are involved in the assessment of whether a laboratory has
excess capacity that will allow it to accept additional specimens for testing

(Table 2-8).

Philosophy and Mission. Before embarking on a program of expansion
in testing, it is essential to establish whether additional work brought into
a laboratory is consistent with the role of that laboratory and its parent
institution. A privately constituted laboratory without direct affiliation to
a medical center might look at the situation simply as a business decision
with a potential for profit. In contrast, a laboratory that is part of a hospital
would have to consider whether additional testing efforts such as outreach
specimens from external clients might interfere with delivery of laboratory
services to patients being cared for by that health system. Once a state-
ment of purpose has laid out the overall expectations consistent with the
philosophy and mission of the organization, a business plan can be devel-
oped to decide the resources needed to achieve expansion of laboratory
testing.

TABLE 2-8
Factors for Assessing Excess Capacity

Philosophy and mission of laboratory/health system
Maintained service level for existing patients
Revenue enhancement
Business plan

Physical resources
Instrument testing capacity
Periods of peak and slack activity each day
Measurement of actual throughput
Information system enhancements to connect with new clients

Personnel and activities
Preanalytic phase (usually greatly expanded over existing activities
within a medical center)
Specimen transport by couriers
Client service representatives/sales persons
Collection of billing and insurance information
Analytic phase
Time and effort study for available time
Specimen receiving, processing, testing, storing, retrieval
Postanalytic phase
Reporting of results by paper, facsimile, computer interface
Economy of scale
Fixed costs of reagents and labor spread over larger number of test
specimens
Incremental cost of additional testing
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Physical Resource Assessment. Strictly speaking, there would be no
sense in growing business by bringing in more specimens for testing if the
analytic capability of available laboratory instruments is not sufficient to
perform it. In practice, most laboratories have slack periods every day
when relatively low numbers of specimens arrive, thereby lending credibil-
ity to the idea of excess testing capacity. In addition, it is a generally
accepted principle that redundancy of essential analyzers should be main-
tained, further increasing excess capacity.

Most automated instruments have a product claim of numbers of speci-
mens tested per hour; however, this number could actually be lower than
claimed, depending on how many different tests of varying complexity are
ordered on each specimen. In addition, it is necessary to take into account
both scheduled and actual downtimes for daily and periodic preventive
maintenance, for quality control and proficiency specimens, for repeat
testing of problem specimens, and for general troubleshooting of unan-
ticipated problems. A review of turnaround times and numbers of speci-
mens tested at peak hours of specimen arrival could yield a reasonable
estimate of throughput capacity at greatest efficiency with all instruments
fully functional and with a steady supply of specimens to test. Other factors
such as speed of delivery of specimens manually or on an automated track
system, capacity to process specimens by batching for centrifugation, and
time for each batch to be readied for analysis must also be taken into
account. Of course, an assessment that comes up short on analytic capacity
might be justification for acquisition of additional analyzers to handle
increased test volumes.

A particular concern with accepting testing from new clients is the
connectivity of information systems and what might need to be done to
facilitate direct interface between physician office computers and the com-
puter of a laboratory in a hospital for purposes of ordering and reporting
of results and correct billing and insurance information. The costs of
computers, interface devices, and software must be taken into account for
new client sites.

Personnel. A key question on expansion of testing is whether existing
personnel will be sufficient to perform not only additional analytic tasks
but also other activities associated with the acquisition and handling of
specimens from other sites. A time and effort study can reveal how much
time each employee spends receiving, processing, testing, and storing
specimens, and retrieving specimens for tests added later. The effort
involved in other tasks must also be accounted for; these include instru-
ment calibrations, quality control, proficiency testing, troubleshooting,
review of results for repeat testing, proportion of repeat testing, preventive
maintenance, and interactions with other personnel both within and
outside the laboratory. Factors for vacation and sick leave as well as work
breaks and lunch must be included. This type of analysis can measure the
amount of time available to perform more testing without increasing the
number of employees.

In reality, increasing the number of specimens from new sources and
sites such as physician offices will require new tasks to be performed, such
as specimen transport and delivery by couriers, account acquisition and
maintenance by client service representatives/sales personnel, entry of
correct billing and insurance information, and reporting of test results by
various means such as paper copy, facsimile transmission, computer inter-
face between laboratory and physician office information systems, and even
telephoning of critical results.

Expansion and Economy of Scale. The simplest way to estimate the
costs of reagents and other consumable supplies for increased testing
volumes is to use the existing rate of such expenses for existing volumes.
In fact, whenever an increase in volume can be managed without perform-
ing additional calibrations or quality control testing, then this economy of
scale allows the additional work to be done at an incremental cost consist-
ing of only the additional reagents and consumables. This economy of
scale also extends to labor costs whenever excess capacity exists and no
additional personnel are needed to perform more tests. Thus fixed costs
become a smaller percentage of operating expenses as the volume of test
specimens increases.

Most laboratories at some point will have the need to assess the feasibil-
ity of adding testing to enhance revenues. For this reason and also simply
to be prepared for expansion of testing requirements from existing clients,
itis good practice to periodically update the laboratory’s capacity to expand
delivery of services.
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KEY POINTS

Errors and variables in the preanalysis stage can affect test results.

Patient variables include physical activity, diet, age, sex, circadian
variations, posture, stress, obesity, smoking, and medication.

Strict adherence to proper technique and site selection can minimize
collection variables such as hemolysis, hemoconcentration, clots, and
other causes for sample rejection or erroneous results.

Blood collection containers are color-coded based on additive or
preservative, and each is suitable only for specific tests. Failure to use
the proper tubes or filling tubes in the wrong sequence can produce
erroneous results.

Blood collection staff must be adequately trained in safety and
confidentiality issues.

Blood, urine, and other body fluid constituents can change during
transport and storage. The extent of these changes varies by analyte.

The most common reasons for specimen rejection are clotted blood
for hematology or coagulation tests; insufficient volume in a tube for
coagulation tests; and hemolysis, icterus, and lipemia in serum or
plasma that can cause interferences in chemistry testing.

Preanalysis refers to all the complex steps that must take place before a
sample can be analyzed. Over the years, a series of studies identified that
32%-75% of all testing errors occur in the preanalytic phase (Bonini,
2002; Hofgartner, 1999; Lapworth, 1994; Plebani, 2010; Stahl, 1998), and
technologic advances and quality assurance procedures have significantly
reduced the number of analytic-based errors. This has exposed the
preanalysis stage as a major source of residual “error” and/or variables that
can affect test results. Preanalytic factors include patient-related variables
(diet, age, sex, etc.), specimen collection and labeling techniques, specimen
preservatives and anticoagulants, specimen transport, and processing and
storage. Potential sources of error or failure in this process include improp-
erly ordered tests, sample misidentification, improper timing, improper
fasting, improper anticoagulant/blood ratio, improper mixing, incorrect
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order of draw, and hemolyzed or lipemic specimens. The most frequent
preanalytic errors include improperly filling the sample tube, placing
specimens in the wrong containers or preservatives, and selecting the
incorrect test (Plebani, 2010). Table 3-1 lists 10 of the most common errors
associated with specimen collection.

Errors in the preanalytic stage create rework or additional investigation
that may cause unnecessary procedures for patients and costs to the
health care system (Stankovic, 2010). Preanalytic issues have downstream
impact on the use of laboratory resources, hospital costs, and overall
quality of care. By some estimates, specimen collection errors cost the
average 400-bed hospital about $200,000/year in re-collection costs.
Proper collection technique is also essential to minimize injury to the
phlebotomist and the patient. Treatment for an injury related to a trau-
matic needlestick can cost $500-$3000, and poor technique can result in
patient injury such as nerve and arterial damage, subcutaneous hemor-
rhage, infection, and even death. The Centers for Disease Control and
Prevention (CDC) estimates that 385,000 needlestick injuries occur per
year (CDC, 2008). Many go unreported. This chapter discusses the
preanalytic process with special emphasis on the clinical impact of variables
and sources of failure.

PRECOLLECTION VARIABLES

In preparing a patient for phlebotomy, care should be taken to minimize
physiologic factors related to activities that might influence laboratory
determinations. These include diurnal variation, exercise, fasting, diet,
ethanol consumption, tobacco smoking, drug ingestion, and posture.

PHYSIOLOGIC FACTORS

Diurnal variation. This may be encountered when testing for hormones,
iron, acid phosphatase, and urinary excretion of most electrolytes such as
sodium, potassium, and phosphate (Dufour, 2003). Table 3-2 presents
several tests affected by diurnal variations, posture, and stress.

Exercise. Physical activity has transient and long-term effects on labora-
tory determinations. Transient changes may include an initial decrease



TABLE 3-1

Ten Common Errors in Specimen Collection

. Misidentification of patient

. Mislabeling of specimen

. Short draws/wrong anticoagulant/blood ratio

. Mixing problems/clots

. Wrong tubes/wrong anticoagulant

. Hemolysis/lipemia

Hemoconcentration from prolonged tourniquet time

. Exposure to light/extreme temperatures

. Improperly timed specimens/delayed delivery to laboratory

. Processing errors: Incomplete centrifugation, incorrect log-in, improper
storage
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followed by an increase in free fatty acids, and lactate may increase by
as much as 300%. Exercise may elevate creatine phosphokinase (CK),
aspartate aminotransferase (AST), and lactate dehydrogenase (LD), and
may activate coagulation, fibrinolysis, and platelets (Garza, 1989). These
changes are related to increased metabolic activities for energy purposes
and usually return to preexercise levels soon after exercise cessation. Long-
term effects of exercise may increase CK, aldolase, AST, and LD values.
Chronic aerobic exercise is associated with lesser increases in plasma con-
centration of muscle enzymes such as CK, AST, alanine aminotransferase
(ALT), and LD. Decreased levels of serum gonadotropin and sex steroid
concentrations are seen in long-distance athletes while prolactin levels are
elevated (Dufour, 2003).

Diet. An individual’s diet can greatly affect laboratory test results. The
effect is transient and is easily controlled. Glucose and triglycerides,
absorbed from food, increase after eating (Dufour, 2003). After 48 hours
of fasting, serum bilirubin concentrations may increase. Fasting for 72
hours decreases plasma glucose levels in healthy women to 45 mg/dL
(2.5 mmol/L), while men show an increase in plasma triglycerides,
glycerol, and free fatty acids, with no significant change in plasma
cholesterol. When determining blood constituents such as glucose,
triglycerides, cholesterol, and electrolytes, collection should be done in
the basal state (Garza, 1989). Eating a meal, depending on fat content,
may elevate plasma potassium, triglycerides, alkaline phosphatase, and
5-hydroxyindoleacetic acid (5-HIAA). Stool occult blood tests, which
detect heme, are affected by the intake of meat, fish, iron, and horseradish,
a source of peroxidase, causing a false-positive occult blood reaction
(Dufour, 2003). Physiologic changes may include hyperchylomicronemia,
thus increasing turbidity of the serum or plasma and potentally interfering
with instrument readings.

Certain foods or diet regimens may affect serum or urine constituents.
Long-time vegetarian diets are reported to cause decreased concentrations
of low-density lipoproteins (LDLs), very-low-density lipoproteins
(VLDLs), total lipids, phospholipids, cholesterol, and triglycerides.
Vitamin By, deficiency can also occur, unless supplements are taken (Young,
2001). A high meat or other protein-rich diet may increase serum urea,
ammonia, and urate levels. High protein, low carbohydrate diets, such as
the Atkins diet, greatly increase ketones in the urine and increase the serum
blood urea nitrogen (BUN). Foods with a high unsaturated-to-saturated
fatty acid ratio may show decreased serum cholesterol, while a diet rich in
purines will show an increased urate value. Foods such as bananas, pine-
apples, tomatoes, and avocados are rich in serotonin. When ingested,
elevated urine excretion of 5-HIAA may be observed. Beverages rich in
caffeine elevate plasma free fatty acids and cause catecholamine release
from the adrenal medulla and brain tissue. Ethanol ingestion increases
plasma lactate, urate, and triglyceride concentrations. Elevated high-
density lipoprotein (HDL) cholesterol, y-glutamyl transferase (GGT),
urate, and mean corpuscular volume (MCV) have been associated with
chronic alcohol abuse.

Serum concentrations of cholesterol, triglycerides, and apoB lipopro-
teins are correlated with obesity. Serum LD activity, cortisol production,
and glucose increase in obesity. Plasma insulin concentration is also
increased, but glucose tolerance is impaired. In obese men, testosterone
concentration is reduced (Young, 2001).

Stress. Mental and physical stresses induce the production of adrenocor-
ticotropic hormone (ACTH), cortisol, and catecholamines. Total choles-
terol has been reported to increase with mild stress, and HDL cholesterol

TABLE 3-2

Tests Affected by Diurnal Variation, Posture, and Stress

Cortisol Peaks 4-6 AM; lowest 8 PM-12 AM; 50% lower at
8 PM than at 8 AM; increased with stress

Adrenocorticotropic Lower at night; increased with stress

hormone
Plasma renin activity Lower at night; higher standing than supine
Aldosterone Lower at night
Insulin Lower at night

Growth hormone
Acid phosphatase
Thyroxine
Prolactin

Higher in afternoon and evening

Higher in afternoon and evening

Increases with exercise

Higher with stress; higher levels at 4 and 8 AM
and at 8 and 10 pPm

Iron Peaks early to late morning; decreases up to

30% during the day

Calcium 4% decrease supine

to decrease by as much as 15% (Dufour, 2003). Hyperventilation affects
acid-base balance and elevates leukocyte counts, serum lactate, or free fatty
acids.

Posture. Posture of the patient during phlebotomy can have an effect on
various laboratory results. An upright position increases hydrostatic pres-
sure, causing a reduction of plasma volume and increased concentration
of proteins. Albumin and calcium levels may become elevated as one
changes position from supine to upright. Elements that are affected by
postural changes are albumin, total protein, enzymes, calcium, bilirubin,
cholesterol, triglycerides, and drugs bound to proteins. Incorrect applica-
tion of the tourniquet and fist exercise can result in erroneous test results.
Using a tourniquet to collect blood to determine lactate concentration may
result in falsely increased values. Prolonged tourniquet application may
also increase serum enzymes, proteins, and protein-bound substances,
including cholesterol, calcium, and triglycerides, as the result of hemocon-
centration when plasma water leaves the vein because of back pressure.
After bed rest in the hospital, a patient’s hemoglobin (FHb) can decrease
from the original admitting value enough to falsely lead a physician to
suspect internal hemorrhage or hemolysis (Dufour, 2003). This effect can
be amplified by intravenous fluid administration. Patients should be
advised to avoid changes in their diet, consumption of alcohol, and strenu-
ous exercise 24 hours before having their blood drawn for laboratory
testing.

Age. Age of the patient has an effect on serum constituents. Young defines
four age groups: newborn, childhood to puberty, adult, and elderly adult
(Young, 2001). In the newborn, much of the Hb is Hb F, not Hb A, as
seen in the adult. Bilirubin concentration rises after birth and peaks at
about 5 days. In cases of hemolytic disease of the fetus and newborn
(HDFN), bilirubin levels continue to rise. This often causes difficulty in
distinguishing between physiologic jaundice and HDFN. Infants have a
lower glucose level than adults because of their low glycogen reserve. With
skeletal growth and muscle development, serum alkaline phosphatase and
creatinine levels, respectively, also increase. The high uric acid level seen
in a newborn decreases for the first 10 years of life, then increases, espe-
cially in boys, until the age of 16 (Young, 2001). Most serum constituents
remain constant during adult life until the onset of menopause in women
and middle age in men. Increases of about 2 mg/dL (0.05 mmol/L) per
year in total cholesterol and 2 mg/dL (0.02 mmol/L) per year in trigly-
cerides until midlife have been reported. The increase in cholesterol seen
in postmenopausal women has been attributed to a decrease in estrogen
levels. Uric acid levels peak in men in their 20s but do not peak in women
until middle age. The elderly secrete less triiodothyronine, parathyroid
hormone, aldosterone, and cortisol. After age 50, men experience a
decrease in secretion rate and concentration of testosterone and women
have an increase in pituitary gonadotropins, especially follicle-stimulating
hormone (FSH) (Young, 2001).

Gender. After puberty, men generally have higher alkaline phosphatase,
aminotransferase, creatine kinase, and aldolase levels than women; this is
due to the larger muscle mass of men. Women have lower levels of
magnesium, calcium, albumin, Hb, serum iron, and ferritin. Menstrual
blood loss contributes to the lower iron values (Young, 2001).
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TABLE 3-3
Changes in Serum Concentration (or Activities) of Selected

Constituents Due to Lysis of Erythrocytes (RBCs)

Percent change of
concentration (or
activity) in serum
after lysis of 1%
RBC, assuming a

Ratio of

concentration (or
activity) in RBC to
concentration (or

Constituent activity) in serum hematocrit of 0.50

Lactate dehydrogenase 16:1 +272.0

Aspartate 4:1 +220.0
aminotransferase

Potassium 23:1 +24.4

Alanine 6.7:1 +55.0
aminotransferase

Glucose 0.82:1 5.0

Inorganic phosphate 0.78:1 +9.1

Sodium 0.11:1 -1.0

Calcium 0.10:1 +2.9

Modified from Caraway WT, Kammeyer CW. Chemical interference by drug and
other substances with clinical laboratory test procedures. Clin Chem Acta 1972;
41:395; and Laessig RH, Hassermer D, Paskay TA, et al. The effects of 0.1 and
1.0 percent erythrocytes and hemolysis on serum chemistry values. Am | Clin
Pathol 1976; 66:639-644, with permission.

COMMON INTERFERENCES

In Vivo

Tobacco Smoking

Tobacco smokers have high blood carboxyhemoglobin levels, plasma cat-
echolamines, and serum cortisol. Changes in these hormones often result
in decreased numbers of eosinophils, while neutrophils, monocytes, and
plasma fatty free acids increase. Chronic effects of smoking lead to
increased Hb concentration, erythrocyte (RBC) count, MCV, and leuko-
cyte (WBC) count. Increased plasma levels of lactate, insulin, epinephrine,
and growth hormone and urinary secretion of 5-HIAA are also seen.
Vitamin By, levels may be substantially decreased and have been reported
to be inversely proportional to serum thiocyanate levels. Smoking also
affects the body’s immune response. Immunoglobulin (Ig)A, IgG, and IgM
are lower in smokers, and IgE levels are higher. Decreased sperm counts
and motility and increased abnormal morphology have been reported in
male smokers when compared with nonsmokers (Young, 2001).

In Vitro

Collection-Associated Variables

On occasion, when there is a problem finding a vein for phlebotomy, the
specimen may be hemolyzed as the result of sheer forces on the red blood
cells. Hemolysis can also be caused by using a needle that is too small,
pulling a syringe plunger back too fast, expelling the blood vigorously into
a tube, shaking or mixing the tubes vigorously, or performing blood col-
lection before the alcohol has dried at the collection site. Hemolysis is
present when the serum or plasma layer is pink. Hemolysis can falsely
increase blood constituents such as potassium, magnesium, iron, LD,
phosphorus, ammonium, and total protein (Garza, 2002). Table 3-3 shows
changes in serum concentrations (or activities) of selected constituents
caused by lysis of RBCs.

Because of the extremely important role of potassium in cardiac
excitation, elevations due to hemolysis can be problematic, especially
for emergency room patients who are at risk of hemolysis during frantic
blood collection. The relationship between level of hemolysis and potas-
sium (as determined on a Siemens ADVIA 1650 chemistry analyzer
[Siemens Healthcare Diagnostics, Deerfield, IIL.]) in serum and plasma
specimens is shown in Figure 3-1. Even with no hemolysis, the range of
potassium concentrations can be broad in a combination of healthy and
sick individuals. Low levels of hemolysis cause only minor elevations, but
very strong hemolysis can raise the potassium level by 2 to 3 mEg/L into
a critical range.
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Figure 3-1 Relationship between hemolysis and potassium in 60,989 serum and

plasma specimens grouped according to level of hemolysis. The mean values of
potassium were 4.12, 4.23, 4.80, 5.36, and 6.93 mEq/L for levels of hemolysis from
0 through 4, respectively.

Another special case where pseudohyperkalemia can occur is in patients
with extremely high blast counts in acute or accelerated phase leukemias.
Those blasts can be fragile and may lyse during standard phlebotomy,
releasing potassium. In contrast, specimens with very high WBC counts
that are collected gently can show pseudohypokalemia when potassium is
taken up by highly metabolically active leukemic cells along with glucose;
such specimens can be transported on ice to slow this enzymatically
mediated uptake.

Normally platelets release potassium during clotting, so serum has a
slightly higher value of potassium than plasma from the same individual;
this difference is accentuated when the platelet count is extremely
elevated.

To avoid problems with hemoconcentration and hemodilution, the
patient should be seated in a supine position for 15 to 20 minutes before
the blood is drawn (Young, 2001). Extended application of the tourniquet
can cause hemoconcentration, which increases the concentrations of ana-
lytes and cellular components. When blood collection tubes that contain
various anticoagulants/additives are used, it is important to follow the
proper order of draw and to thoroughly mix an anticoagulated tube of
blood after it has been filled. Failure to mix a tube containing an antico-
agulant will result in failure to anticoagulate the entire blood specimen,
and small clots may be formed. Erroneous cell counts can result. If a clot
is present, it may also occlude or otherwise interfere with an automated
analyzer. It is very important that the proper anticoagulant be used for the
test ordered. Using the wrong anticoagulant will greatly affect the test
results.

Each collection tube containing an anticoagulant has a specific manu-
facturer’s color code. Icteric or lipemic serum provides additional
challenges in laboratory analysis. When serum bilirubin approaches
430 mmol/L (25 mg/L), interference may be observed in assays for
albumin (4-hydroxyazobenzene-2-carboxylic acid [HABA] procedure),
cholesterol (using ferric chloride reagents), and total protein (Biuret pro-
cedure). Artifactually induced values in some laboratory determinations
result when triglyceride levels are elevated (turbidity) on the basis of
absorbance of light of various lipid particles. Lipemia occurs when serum
triglyceride levels exceed 4.6 mmol/L (400 mg/dL). Inhibition of assays
for amylase, urate, urea, CK, bilirubin, and total protein may be observed.
To correct for artifactual absorbance readings, “blanking” procedures (the
blank contains serum, but lacks a crucial element to complete the assay)
or dual-wavelength methods may be used. A blanking process may not be
effective in some cases of turbidity, and ultracentrifugation may be neces-
sary to clear the serum or plasma of chylomicrons.

SPECIMEN COLLECTION
THE TEST ORDER

One of the most frequent preanalytic errors involves selecting the wrong
laboratory test or panel of tests, leading to inappropriate interpretation of
results (Bonini, 2002). Laboratory tests are usually ordered electronically



(e.g., computer) or in writing (e.g., paper requisition). This information is
conveyed through written or computer order entry. Online computer
input is the most error-free means of requesting laboratory tests. The clini-
cian initiates the request for a laboratory measurement or examination by
completing a written order for desired laboratory measurements or exami-
nations in the patient’s medical record or chart. Verbal requests are made
in emergency situations and should be documented on a standard form;
after the blood is drawn, an official laboratory request or computerized
order should be placed (Garza, 2002). Physician direct order entry and
result acquisition through user-friendly networked computers are realistic
approaches to providing prompt and accurate patient care. Patient demo-
graphics include the patient’s name, sex, age, date of birth (DOB), date of
admission, date on which measurement or examination was ordered, hos-
pital number, room number, physician, and physician’s pharmacy code
number. Computerized laboratory information systems (LISs), common
in today’s laboratories, are used to generate requisitions and specimen
labels. Some systems also generate requisitions with the number of tubes
and the types of tubes required for collection.

Most laboratories facilitate test ordering by providing a written or
computerized medical information system, which lists available tests, types
of specimens required, collection methods, color of blood collection tubes
used, amounts of blood/body fluid required, turnaround time, reference
intervals, test codes, costs, diagnostic information, etc. All specimens must
be clearly labeled. Preprinted bar code labels applied after proper patient
identification, and after the specimen is collected, avoid preanalytic trans-
cription errors. Frequently, the laboratory receives requests for “add-ons.”
These are additional tests requested to be performed on a specimen
that has previously been collected. Problems are encountered when the
specimen is not the proper type for the add-on requested test, the residual
volume is not sufficient to perform the test, or storage conditions result in
deterioration of the analyte (e.g., bicarbonate). This is usually due to the
presence or absence of a particular anticoagulant or additive. All add-on
requests must be documented.

Medicolegal concerns include proper identification of the patient,
proper labeling of the specimen, patient consent issues, patient privacy
issues, and chain of custody. Laboratories should have clearly written
policies for these issues. In addition, policies should describe what to do
when a patient refuses to have blood drawn, what to do if the patient was
unable to be drawn, what to do if a patient is unavailable, and how to deal
with a combative patient, as well as emergency measures for patients who
become ill or faint during phlebotomy. The Health Insurance Portability
and Accountability Act (HIPAA) ensures the security and privacy of health
data and protects the confidentiality of all patient record information,
including all laboratory data. Employees must be trained to comply
with HIPAA.

TIME OF COLLECTION

Sometimes, samples have to be collected at a specific time. Failure to
follow the planned time schedule can lead to erroneous results and misin-
terpretation of a patient’s condition. The most common tests in this cat-
egory are the ASAP and stat collections. ASAP means “as soon as possible”
and stat is an American medical term meaning “immediately” (from the
Latin “statim”). The exact definitions of these terms vary from one labora-
tory to another. Stat specimens are collected and analyzed immediately.
They are given the highest priority and are usually ordered from the
emergency department and critical care units (Strasinger, 2003). Timed
specimens are ordered for a variety of reasons, usually to monitor changes
in a patient’s condition, to determine the level of a medication, or to
measure how well a substance is metabolized. For example, a physician
may want to monitor a cardiac marker to determine if it is rising or
decreasing. In therapeutic drug monitoring, trough and peak levels of a
drug may be ordered. Trough specimens reflect the lowest level in the
blood and are generally drawn 30 minutes before the drug is administered.
The peak specimen is drawn shortly after the medication is given; the
actual collection time varies by medication. Drug manufacturers specify
the length of time that must pass between trough and peak collection
times. Measuring how well the body metabolizes glucose involves a 2-hour
postprandial specimen and/or a glucose tolerance test. Two-hour postpran-
dial specimens are drawn 2 hours after the patient eats a meal. Results are
compared with those of the fasting level. In a glucose tolerance test, mul-
tiple samples are drawn over time—one sample before and one or more
after the administration of a standardized glucose solution. This test is used
to diagnose diabetes mellitus by determining how well the body metabo-
lizes glucose over a given time period.

TABLE 3-4

Reasons for Specimen Rejection

Hemolysis/lipemia

Clots present in an anticoagulated specimen
Nonfasting specimen when test requires fasting
Improper blood collection tube

Short draws, wrong volume

Improper transport conditions (ice for blood gases)
Discrepancies between requisition and specimen label
Unlabeled or mislabeled specimen

Contaminated specimen/leaking container

SPECIMEN REJECTION

All specimens must be collected, labeled, transported, and processed
according to established procedures that include sample volume, special
handling needs, and container type. Failure to follow specific procedures
can result in specimen rejection. Inappropriate specimen type, wrong pre-
servative, hemolysis, lipemia, clots, etc., are reasons for rejection. Not only
is specimen rejection costly and time-consuming, it may cause harm to the
patient, especially when the blood sample in the tube is mislabeled. The
first goal of The Joint Commission 2008 National Patient Safety Goals
for Laboratories is to improve “the accuracy of patient identification”
(www.jointcommission.org/PatientSafety/NationalPatientSafetyGoals).
Misidentification of patients during sample collection for transfusion or at
the time of transfusion can be a life-threatening medical error. The inci-
dence of patient misidentification at the time of specimen collection is
approximately 1 in 1000, and 1 in 12,000 patients receives a unit of blood
that was not intended for that individual (Dzik, 2003; Linden, 2000). As a
result, the College of American Pathologists requires laboratories to have
a plan to reduce the risk of mistransfusion and suggests as options collect-
ing two samples at separate phlebotomy events, or utilizing an electronic
identification verification system such as an electronic bar code reader for
patient identification wrist bands (CAP TRM.30575). It is therefore essen-
tial to thoroughly train all medical staff in all aspects of patient identifica-
tion, specimen collection, transportation, and processing. Table 3-4 lists
various reasons for specimen rejection.

BLOOD COLLECTION OVERVIEW

Venipuncture is accomplished using a needle/adapter assembly attached to
an evacuated glass/plastic test tube with a rubber/plastic stopper. Blood
may also be collected in a syringe and transferred to the appropriate speci-
men container (evacuated tube system). A syringe may be helpful when
procuring a specimen from the hand or ankle, or from small children. In
addition, patients with small or poor veins may experience collapse of veins
with use of an evacuated tube system. AccuVein (AccuVein LLC, Hunting-
ton, N.Y.) is a newly marketed hand-held medical device that helps medical
staff visualize veins before phlebotomy. The device emits infrared light and
is held about 7 inches over the potential phlebotomy site. Hb in the blood
absorbs infrared light and projects an image map of the veins onto the
patient’s overlying skin. The device is able to distinguish between Hb in
the veins and surrounding tissue. This device assists the phlebotomist in
determining the best site for needle placement, especially for challenging
patients such as the elderly, the obese, burn victims, oncology patients,
and patients with other chronic diseases requiring many diagnostic or
therapeutic procedures (http://www.accuvein.com).

Blood collection tubes have color-coded stoppers that distinguish the
presence of a specific anticoagulant or additive, how the tube is chemically
cleaned (e.g., for lead or iron determinations), or if the tube does not
containanyadditives. Table 3-5 lists the most frequently used anticoagulants/
additives based on color-coded tube stoppers. Tubes also come in various
sizes for adult and pediatric patient populations. Draw volume is deter-
mined by the internal vacuum within the sealed tubes (e.g., 3.5, 4.0, 4.5,
or 8.5 mL). The use of anticoagulants allows for analysis of whole blood
specimens or plasma constituents obtained by centrifugation and separa-
tion of the plasma. Plasma contains fibrinogen, which is missing from
serum. Many laboratories have converted from glass to plastic collection
tubes to minimize exposure to biohazardous material (e.g., blood) and
broken glass; to lower biohazard waste disposal costs; and to comply with
Occupational Safety and Health Administration (OSHA) guidelines
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TABLE 3-5

Tube Color and Anticoagulant/Additive

Stopper color Anticoagulant/additive

Red (glass)

Red (plastic/Hemogard)
Lavender (glass)
Lavender (plastic)

None

Clot activator

K;EDTA in liquid form
K,EDTA/spray-dried

Specimen type/use

Mechanism of action

Serum/chemistry and serology N/A
Serum/chemistry and serology
Whole blood/hematology
Whole blood/hematology
Whole blood/blood bank and

Silica clot activator

Chelates (binds) calcium
Chelates (binds) calcium
Chelates (binds) calcium

molecular diagnostics

Plasma/molecular diagnostics
Plasma/coagulation
Plasma/coagulation

Plasma/sed rates—hematology
Plasma/chemistry
Plasma/chemistry
Plasma/chemistry/toxicology

Plasma/glucose testing
Serum/microbiology culture

Plasma/blood bank, HLA phenotyping,

Chelates (binds) calcium
Chelates (binds) calcium
Fibrin degradation products

Chelates (binds) calcium

Inhibits thrombin formation

Inhibits thrombin formation

Heparin inhibits thrombin formation
Na,EDTA binds calcium

Inhibits glycolysis

Aids in bacterial recovery by inhibiting

complement, phagocytes, and
certain antibiotics

WBC preservative

and paternity testing

Pink Spray-dried K,EDTA

White EDTA and gel

Light blue Sodium citrate

Light blue Thrombin and soybean trypsin
inhibitor

Black Sodium citrate

Light green/black Lithium heparin and gel

Green Sodium heparin, lithium heparin

Royal blue Sodium heparin, K,EDTA

Gray Sodium fluoride/potassium oxalate

Yellow Sterile containing sodium
polyanetholesulfonate

Yellow Acid citrate dextrose

Tan (glass) Sodium heparin

Tan (plastic) K,EDTA

Yellow/gray and orange Thrombin

Red/gray and gold Clot activator separation gel

Plasma/lead testing
Plasma/lead testing
Serum/chemistry
Serum/chemistry

Inhibits thrombin formation
Chelates (binds) calcium
Clot activator

Silica clot activator

EDTA, Ethylenediaminetetraacetic acid; HLA, human leukocyte antigen; K,EDTA, dipotassium form of EDTA; K;EDTA, tripotassium form of EDTA; N/A, not applicable; Na,EDTA,

disodium EDTA; WBC, white blood cell.

TABLE 3-6

Order of Draw: Evacuated Tube and Syringe

. Blood-culture tubes (yellow)

. Coagulation sodium citrate tube (blue stopper)

Serum tubes with or without clot activator or gel separator
. Heparin tubes with or without gel (green stopper)

. Ethylenediaminetetraacetic acid tubes (lavender stopper)

. Glycolytic inhibitor tubes (gray stopper)

o LA WN =

mandating substitution. This change from glass to plastic has required a
modification in the order of draw. Glass or plastic tubes with additives,
including gel tubes, are drawn after the citrate tube (blue top) to avoid
interference with coagulation measurements (Table 3-6). Glass or plastic
serum tubes, without a clot activator or gel separator, may be drawn before
the coagulation tubes are drawn, consistent with National Committee
on Clinical Laboratory Standards (NCCLS) guidelines (H3-A6)
(Ernst, 2004).

ANTICOAGULANTS AND ADDITIVES

Ethylenediaminetetraacetic acid (EDTA) is the anticoagulant of choice for
hematology cell counts and cell morphology. It is available in lavender-top
tubes as a liquid or is spray-dried in the dipotassium or tripotassium salt
form (K, EDTA in plastic, spray-dried, and KsEDTA in liquid form in glass
tubes). K;3EDTA is a liquid and will dilute the sample = 1%-2%. K,EDTA
is spray-dried on the walls of the tube and will not dilute the sample. Pink-
top tubes also contain EDTA. The EDTA is spray-dried K,LEDTA. Pink
tubes are used in immunohematology for ABO grouping, Rh typing, and
antibody screening. These tubes have a special cross-match label for infor-
mation required by the American Association of Blood Banks (AABB) and
approved by the U.S. Food and Drug Administration (FDA) for blood
bank collections. White-top tubes also contain EDTA and gel. They are
used most often for molecular diagnostic testing of plasma. For coagula-
tion testing, a light blue-top tube containing 0.105 M or 0.129 M (3.2%
and 3.8%) sodium citrate is commonly used because it preserves the
labile coagulation factors. Black-top tubes also contain buffered sodium
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citrate and are generally used for Westergren sedimentation rates, as are
lavender-top tubes. They differ from light blue—top tubes in that the ratio
of blood to anticoagulant is 4:1 in the black-top tubes and 9:1 in the light
blue—top tubes.

Heparin, a mucoitin polysulfuric acid, is an effective anticoagulant in
small quantities without significant effect on many determinations.
Heparin was originally isolated from liver cells by scientists looking for an
anticoagulant that could work safely in humans. Heparin is available as
lithium heparin (LiHep) and sodium heparin (NaHep) in green-top tubes.
Heparin accelerates the action of antithrombin III, neutralizing thrombin
and preventing the formation of fibrin. Heparin has an advantage over
EDTA as an anticoagulant, as it does not affect levels of ions such as
calcium. However, heparin can interfere with some immunoassays.
Heparin should not be used for coagulation or hematology testing. Hepa-
rinized plasma is preferred for potassium measurements to avoid an eleva-
tion due to the release of potassium from platelets as the blood clots
(Garza, 2002). Lithium heparin may be used for most chemistry tests
except for lithium and folate levels; for lithium, a serum specimen can be
used instead. Sodium heparin cannot be used for assays measuring sodium
levels, but it is recommended for trace elements, leads, and toxicology.
Sodium heparin is the injectable form used for anticoagulant therapy.

Gray-top tubes are generally used for glucose measurements because
they contain a preservative or antiglycolytic agent, such as sodium fluoride,
which prevents glycolysis for 3 days (Strasinger, 2003). In bacterial septi-
cemia, fluoride inhibition of glycolysis is neither adequate nor effective in
preserving glucose concentration. Red-top tubes have no additive, so blood
collected in these tubes clots.

Red-top tubes are used for most chemistry, blood bank, and immunol-
ogy assays. Integrated serum separator tubes are available for isolating
serum from whole blood. During centrifugation, blood is forced into a
thixotropic gel material located at the base of the tube. The gel undergoes
a temporary change in viscosity during centrifugation and lodges between
the packed cells and the top serum layer (Strasinger, 2003). Pediatric-sized
tubes are also available. Advantages of serum separator tubes include (1)
ease of use, (2) shorter processing time through clot activation, (3) higher
serum yield, (4) minimal liberation of potentially hazardous aerosols, (5)
only one centrifugation step, (6) use of single tube (same one as patient
specimen), and (7) ease of a single label. A unique advantage is that cen-
trifuged specimens can be transported without disturbing the separation.



TABLE 3-7
Anticoagulant/Additive Effect on Blood Tests
Additive Test Effect
EDTA Alkaline phosphatase Inhibits
Creatine kinase Inhibits
Leucine aminopeptidase Inhibits
Calcium and iron Decrease
PT and PTT Increase
Sodium and potassium Increase
Platelet aggregation Prevents
Oxalate Acid phosphatase Inhibits
Alkaline phosphatase Inhibits
Amylase Inhibits
LD Inhibits
Calcium Decreases
Sodium and potassium Increase
Cell morphology Distorts
Citrate ALT and AST Inhibit
Alkaline phosphatase Inhibits
Acid phosphatase Stimulates
Amylase Decreases
Calcium Decreases
Sodium and potassium Increase
Labile coagulation factors Preserve
Heparin Triiodothyronine Increases
Thyroxine Increases
PT and PTT Increase
Wright's stain Causes blue background
Lithium (LiHep tubes only) Increases
Sodium (NaHep tubes only) Increases
Fluorides Acid phosphatase Decreases
Alkaline phosphatase Decreases
Amylase Decreases
Creatine kinase Decreases
ALT and AST Decrease
Cell morphology Distorts

ALT, Alanine aminotransferase; AST, aspartate aminotransferase; EDTA, ethylenedi-
aminetetraacetic acid; LD, lactate dehydrogenase; LiHep, lithium heparin; NaHep,
sodium heparin; PT, prothrombin time; PTT, partial thromboplastin time.

Some silica gel serum separation tubes may give rise to minute particles
that can cause flow problems during analysis. Filtering the serum solves
the problem.

A few specialized tubes exist. Red/gray- and gold-top tubes contain a
clot activator and a separation gel. These tubes are referred to as serum
separator tubes (SST5) and are used most often for chemistry tests. Thera-
peutic drug monitoring specimens should not be collected in tubes that
contain gel separators, as some gels absorb certain drugs, causing a falsely
lowered result. Significant decreases in phenytoin, phenobarbital, lido-
caine, quinidine, and carbamazepine have been reported when stored in
Vacutainer SST tubes (Becton, Dickinson, and Company [BD], Franklin
Lakes, N.J.), while no changes were noted in theophylline and salicylate
levels. Storage in standard red-top Vacutainer collection tubes without
barrier gels did not affect measured levels of the above therapeutic drugs
(Dasgupta, 1994). Studies indicate that this absorption is time dependent,
and therefore speed in processing minimizes absorption. Acrylic-based gels
do not exhibit the absorption problems associated with silicone and poly-
ester gels (Garza, 2002).

Tubes containing gels are not used in the blood bank or for immuno-
logic testing, as the gel may interfere with the immunologic reactions
(Strasinger, 2003). Clotting time for tubes using gel separators is approxi-
mately 30 minutes, and tubes that have clot activators, such as thrombin,
will clot in 5 minutes. Plain red-stoppered tubes with no additives take
about 60 minutes to clot completely (Strasinger, 2003).

Anticoagulants may affect the transport of water between cell and
plasma, thereby altering cell size and constituent plasma concentration.
Oxalate anticoagulants may shrink red cells; thus blood anticoagulated
with oxalate cannot be used to measure hematocrit. Combined ammonium/
potassium oxalate does not have the same effect of shrinking cells.

EDTA, citrate, and oxalate chelate calcium, thereby lowering calcium
levels. Fluoride, used for glucose determinations, prevents glycolysis
by forming an ionic complex with Mg", thereby inhibiting the Mg"*-
dependent enzyme, enolase (Young, 2001). Table 3-7 lists anticoagulants/
additives and their effects on various blood tests.

BLOOD COLLECTION DEVICES

The most common blood collection system uses a vacuum to pull blood
into a container; it consists of a color-coded evacuated collection tube, a
double-headed needle, and an adapter/holder. Small tubes are available for
pediatric and geriatric collections. The blood collection holder accom-
modates various sizes (gauge) of blood collection needles. Needles vary
from large (16 gauge) to small (23 gauge). Several types of holders have
been designed to eject the needle after use. Recent OSHA policies require
that the adapters be discarded with the used needle (OSHA, Needlestick
Safety Prevention Act, 2002). Pediatric inserts are available for adapters
and accommodate the smaller-diameter pediatric blood collection tubes.
Also available are a variety of safety needles that cover the needle after use,
or retract the needle before it is discarded.

Winged infusion sets (butterfly needles) can be used when blood has
to be collected from a very small vein. Butterfly needles come in 21, 23,
and 25 gauge. These needles have plastic wings attached to the end of the
needle that aid in insertion of the needle into the small vein. Tubing is
attached to the back end of the needle, which terminates with an adapter
for attachment to a syringe or evacuated collection holder. Every effort
must be made to protect the phlebotomist from being stuck with a used
needle when a butterfly infusion set is used.

Blood collected in a syringe can be transferred to an evacuated tube.
Special syringe safety shield devices are available to avoid unnecessary
contact with the blood sample. If blood requires anticoagulation, speed
becomes an important factor, and the blood must be transferred before
clot formation begins. Once the blood has been transferred, the anticoagu-
lated tube must be thoroughly mixed to avoid small clot formation.

Several additional pieces of phlebotomy equipment are necessary. A
tourniquet, usually a flat latex strip or piece of tubing, is wrapped around
the arm to occlude the vein before blood collection and is discarded after
each phlebotomy. OSHA guidelines state that gloves should be worn when
performing phlebotomy and should be changed between patients. Gloves
are available in various sizes and are made of various materials to avoid
latex sensitivity as experienced by some individuals. Other supplies include
gauze pads, alcohol or iodine wipes for disinfection of the puncture site,
and a Band-Aid (Johnson & Johnson, New Brunswick, N.J.) to prevent
bleeding after completion of the phlebotomy.

BLOOD STORAGE AND PRESERVATION

During storage, the concentration of a blood constituent in the specimen
may change as a result of various processes, including adsorption to glass
or plastic tubes, protein denaturation, evaporation of volatile compounds,
water movement into cells resulting in hemoconcentration of serum and
plasma, and continuing metabolic activities of leukocytes and erythrocytes.
These changes occur, although to varying degrees, at ambient temperature
and during refrigeration or freezing. Storage requirements vary widely
by analyte.

Stability studies have shown that clinically significant analyte changes
occur if serum or plasma remains in prolonged contact with blood cells.
After separation from blood cells, analytes have the same stability in plasma
and serum when stored under the same conditions. Glucose concentration
in unseparated serum and plasma decreases rapidly in the first 24 hours
and more slowly thereafter. This decrease is more pronounced in plasma.
Two approaches have been used to minimize this effect. First, the serum
or plasma may be rapidly separated from the red cells, or the specimen
may be collected in a fluoride tube to inhibit glycolysis of the red blood
cells, thereby stabilizing the glucose level during transport and storage.
Fluoride has little effect on reducing glycolysis within the first hour of
storage and may not reach complete inhibition until 4 hours of storage.
One study has demonstrated a reduction in glucose concentration by
0.39 mmol/L in specimens collected in fluoride that are not immediately
separated. These authors suggest that specimens collected in fluoride have
a negative bias in blood glucose levels (Shi, 2009). Lactate levels increase,
and a greater rise is seen in plasma than in serum. Chloride and total
carbon dioxide (CO,) show a steady decrease over 56 hours, with the
degree of change more pronounced in plasma. K* is reported to be stable
for up to 24 hours, after which a rapid increase takes place. The degree of
change is slightly more pronounced in plasma. Unseparated serum and
plasma yield clinically significant increases in total bilirubin, sodium, urea,
nitrogen, albumin, calcium, magnesium, and total protein. These changes
are attributed to movement of water into cells after 24 hours, resulting in
hemoconcentration (Boyanton, 2002). Other studies found potassium,
phosphorus, and glucose to be the analytes that were least stable in serum
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not removed from the clot within 30 minutes. Albumin, bicarbonate,
chloride, C-peptide, HDL-cholesterol, iron, LDL-cholesterol, and total
protein were found to be unstable after 6 hours when the serum was not
separated from the clot (Zhang, 1998).

When serum and plasma are not removed from the cells, lipids (such
as cholesterol) and some enzymes increase over time, with the change more
pronounced in plasma than in serum. LD activity continuously increases
over 56 hours. AST, AL'T, and CK were found to be stable over 56 hours.
GGT activity in plasma, with and without prolonged contact with cells,
was found to be 27% lower than in serum at 0.5 hours; however, plasma
GGT activity steadily increases with prolonged exposure to cells. Creati-
nine can increase by 110% in plasma and by 60% in serum after 48 to 56
hours (Boyanton, 2002).

Serum and plasma may yield significantly different results for an
analyte. For example, when serum and EDTA plasma results for parathy-
roid hormone (PTH) are compared from specimens frozen within 30
minutes of collection, EDTA plasma results are significantly higher
(>19%) than those obtained from serum (Omar, 2001). The effect of
freeze—thaw cycles on constituent stability is an important consideration.
In plasma or serum specimens, the ice crystals formed cause shear effects
that are disruptive to molecular structure(s), particularly to large protein
molecules. Slow freezing allows larger crystals to form, causing more
serious degradative effects. Thus, quick freezing is recommended for
optimal stability.

IMPORTANCE OF POLICIES AND
PROCEDURES

It is essential to establish institution-specific phlebotomy policies and pro-
cedures that include personnel standards with qualifications; dress code
and evaluation procedures; safety protocols including immunization rec-
ommendations; universal precautions; needlestick and sharps information;
personal protective equipment; test order procedures; patient identifica-
tion; confidentiality and preparation; documentation of problems encoun-
tered during blood collection; needlestick site selection and areas to be
avoided (mastectomy side, edematous area, burned/scarred areas, etc.);
anticoagulants required and tube color; order of draw; special require-
ments for patient isolation units; and specimen transport. The laboratory
should have available all CDC, College of American Pathologists (CAP),
Clinical and Laboratory Standards Institute (CLSI), OSHA, and The Joint
Commission (TJC) guidelines, as well as other government regulations
pertaining to laboratory testing. All employees must be trained about
safety procedures, and a written blood-borne pathogen exposure control
plan must be available. See Chapter 1 for a more complete discussion of
safety.

The OSHA Bloodborne Pathogens Standard concluded that the best
practice for prevention of needlestick injury following phlebotomy is the
use of a sharp with engineered sharps injury protection (SESIP) attached
to the blood tube holder and immediate disposal of the entire unit after
each patient’s blood is drawn (OSHA, 2001). Information on exposure
prevention can be found on the Exposure Prevention Information Network
(EPINet), a database coordinated by the International Healthcare Worker
Safety Center at the University of Virginia (http://www.healthsystem.
virginia.edu/internet/epinet/). OSHA further mandates that employers
make available closable, puncture-resistant, leak-proof sharps containers
that are labeled and color-coded. The containers must have an opening
that is large enough to accommodate disposal of the entire blood collection
assembly (i.e., blood tube, holder, and needle). These containers must be
easily accessible to employees in the immediate area of use, and if employ-
ees travel from one location to another (one patient room to another), they
must be provided with a sharps container that is conveniently placed at
each location/facility. Employers must maintain a sharps injury log to
record percutaneous injuries from contaminated sharps while at the same
time protecting the confidentiality of the injured employee.

BLOOD COLLECTION TECHNIQUES

Table 3-8 summarizes the technique for obtaining blood from a vein (CLSI
H3-A6, 2007).

ARTERIAL PUNCTURE

Arterial punctures are technically more difficult to perform than venous
punctures. Increased pressure in the arteries makes it more difficult to stop
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TABLE 3-8

Venous Puncture Technique

1. Verify that computer-printed labels match requisitions. Check patient
identification band against labels and requisition forms. Ask the patient
for his or her full name, address, identification number, and/or date of
birth.

2. If a fasting specimen or a dietary restriction is required, confirm patient
has fasted or eliminated foods from diet as ordered by physician.

3. Position the patient properly. Assemble equipment and supplies.

4. Apply a tourniquet and ask the patient to make a fist without vigorous
hand pumping. Select a suitable vein for puncture.

5. Put on gloves with consideration of latex allergy for the patient.

6. Cleanse the venipuncture site with 70% isopropyl alcohol. Allow the
area to dry.

7. Anchor the vein firmly.

8. Enter the skin with the needle at approximately a 30-degree angle or
less to the arm, with the bevel of the needle up:

a. Follow the geography of the vein with the needle.

b. Insert the needle smoothly and fairly rapidly to minimize patient
discomfort.

c. If using a syringe, pull back on the barrel with a slow, even tension
as blood flows into the syringe. Do not pull back too quickly to avoid
hemolysis or collapsing the vein.

d. If using an evacuated system, as soon as the needle is in the vein,
ease the tube forward in the holder as far as it will go, firmly securing
the needle holder in place. When the tube has filled, remove it by
grasping the end of the tube and pulling gently to withdraw, and
gently invert tubes containing additives.

9. Release the tourniquet when blood begins to flow. Never withdraw the
needle without removing the tourniquet.

10. Withdraw the needle, and then apply pressure to the site. Apply adhe-
sive bandage strip over a cotton ball or gauze to adequately stop bleed-
ing and to avoid a hematoma.

11. Mix and invert tubes with anticoagulant; do not shake the tubes. Check
condition of the patient. Dispose of contaminated material in desig-
nated containers (sharps container) using Universal Precautions.

12. Label the tubes before leaving patient’s side with:

. patient’s first and last name

. identification number

. date of collection

. time of collection

. identification of person collecting specimen

13. Deliver tubes of blood for testing to appropriate laboratory section or
central receiving and processing area.
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bleeding, with the undesired development of a hematoma. In order of
preference, the radial, brachial, and femoral arteries can be selected.
Before blood is collected from the radial artery in the wrist, one should
do a modified Allen test (Table 3-9) to determine whether the ulnar artery
can provide collateral circulation to the hand after the radial artery punc-
ture. The femoral artery is relatively large and easy to puncture, but one
must be especially careful in older individuals because the femoral artery
can bleed more than the radial or brachial. Because the bleeding site is
hidden by bedcovers, it may not be noticed until bleeding is massive. The
radial artery is more difficult to puncture, but complications occur less
frequently. The major complications of arterial puncture include throm-
bosis, hemorrhage, and possible infection. When performed correctly, no
significant complications are reported except for possible hematomas.
Unacceptable sites are those that are irritated, edematous, near a
wound, or in an area of an arteriovenous (AV) shunt or fistula (McCall,
1993). Arterial spasm is a reflex constriction that restricts blood flow with
possible severe consequences for circulation and tissue perfusion. Radial
artery puncture can be painful and is associated with symptoms such as
aching, throbbing, tenderness, sharp sensation, and cramping. At times, it
may be impractical or impossible to obtain arterial blood from a patient
for blood gas analysis. Under these circumstances, another source of blood
can be used, with the recognition that arterial blood provides a more
accurate result. Although venous blood is more readily obtained, it usually
reflects the acid-base status of an extremity—not the body as a whole.


http://www.healthsystem.virginia.edu/internet/epinet/
http://www.healthsystem.virginia.edu/internet/epinet/

TABLE 3-9
Modified Allen Test

1. Have the patient make a fist and occlude both the ulnar (opposite the
thumb side) and the radial arteries (closest to the thumb) by compressing
with two fingers over each artery.

2. Have the patient open his or her fist, and observe if the patient’s palm
has become bleached of blood.

3. Release the pressure on the ulnar artery (farthest from the thumb) only,
and note if blood return is present. The palm should become perfused
with blood. Adequate perfusion is a positive test indicating that arterial
blood may be drawn from the radial artery. Blood should not be taken
if the test is negative. Serious consequences may occur if this procedure
is not followed, which may result in loss of the hand or its function.

TABLE 3-10
Arterial Puncture Procedure

1. Prepare the arterial blood gas syringe according to established proce-
dures. The needle (18-20 gauge for brachial artery) should pierce the
skin at an angle of approximately 45-60 degrees (90 degrees for femoral
artery) in a slow and deliberate manner. Some degree of dorsiflexion of
the wrist is necessary with the radial artery, for which a 23-25 gauge
needle is used. The pulsations of blood into the syringe confirm that it
will fill by arterial pressure alone.

2. After the required blood is collected, place dry gauze over the puncture
site while quickly withdrawing the needle and the collection device.

3. Compress the puncture site quickly, expel air from the syringe, and acti-
vate the needle safety feature; discard into sharps container.

4. Mix specimen thoroughly by gently rotating or inverting the syringe to
ensure anticoagulation.

5. Place in ice water (or other coolant that will maintain a temperature of
1°-5° C) to minimize leukocyte consumption of oxygen.

6. Continue compression with a sterile gauze pad for a minimum of 3 to
5 minutes (timed). Apply an adhesive bandage.

Arterial Puncture Technique

The artery to be punctured is identified by its pulsations, and the overlying
skin is cleansed with 70% aqueous isopropanol solution followed by iodine.
A nonanesthetized arterial puncture provides an accurate measurement of
resting pH and partial pressure of carbon dioxide (pCO,) in spite of pos-
sible theoretical error caused by patient hyperventilation resulting from
the pain of the arterial puncture. The use of butterfly infusion sets is not
recommended. Using 19-gauge versus 25-gauge needles does not vary the
pCO; or the partial pressure of oxygen (pO,) by more than 1 mm Hg. The
amount of anticoagulant should be 0.05 mL liquid heparin (1000 IU/mL)
for each milliliter of blood. Using too much heparin is probably the most
common preanalytic error in blood gas measurement (Garza, 2002). Table
3-10 lists the procedure for arterial puncture (CLSI H11-A4, 2004).

FINGER OR HEEL SKIN PUNCTURE

For routine assays requiring small amounts of blood, skin puncture is a
simple method by which to collect blood samples in pediatric patients. In
the neonate, skin puncture of the heel is the preferred site to collect a
blood sample; in older children, the finger is the preferred site. The large
amount of blood required for repeated venipunctures may cause iatrogenic
anemia, especially in premature infants. Venipuncture of deep veins in
pediatric patients may rarely cause (1) cardiac arrest, (2) hemorrhage, (3)
venous thrombosis, (4) reflex arteriospasm followed by gangrene of an
extremity, (5) damage to organs or tissues accidentally punctured, (6) infec-
tion, and (7) injury caused by restraining an infant or child during collec-
tion. Accessible veins in sick infants must be reserved exclusively for
parenteral therapy. Skin puncture is useful in adults with (1) extreme
obesity, (2) severe burns, and (3) thrombotic tendencies, with point-of-care
testing or with patients performing tests at home (blood glucose). Skin
puncture is often preferred in geriatric patients because the skin is thinner
and less elastic; thus a hematoma is more likely to occur from a
venipuncture.

In newborns, skin puncture of the heel is frequently used to collect a
sample for bilirubin testing and for newborn screening tests for inherited

TABLE 3-11
Skin Puncture Technique

1. Select an appropriate puncture site.

a. Forinfants younger than 12 months old, this is most usually the lateral
or medial plantar heel surface.

b. For infants older than 12 months, children, and adults, the palmar
surface of the last digit of the second, third, or fourth finger may be
used.

c. The thumb and fifth finger must not be used, and the site of puncture
must not be edematous or a previous puncture site because of accu-
mulated tissue fluid.

2. Warm the puncture site with a warm, moist towel no hotter than 42° C;
this increases the blood flow through arterioles and capillaries and results
in arterial-enriched blood.

3. Cleanse the puncture site with 70% aqueous isopropanol solution. Allow
the area to dry. Do not touch the swabbed area with any nonsterile
object.

4. Make the puncture with a sterile lancet or other skin-puncturing device,
using a single deliberate motion nearly perpendicular to the skin surface.
For a heel puncture, hold the heel with the forefinger at the arch and
the thumb proximal to the puncture site at the ankle. If using a lancet,
the blade should not be longer than 2 mm to avoid injury to the calca-
neus (heel bone).

5. Discard the first drop of blood by wiping it away with a sterile pad. Regu-
late further blood flow by gentle thumb pressure. Do not milk the site,
as this may cause hemolysis and introduce excess tissue fluid.

6. Collect the specimen in a suitable container by capillary action. Closed
systems are available for collection of nonanticoagulated blood and with
additives for whole blood analysis. Open-ended, narrow-bore disposable
glass micropipets are most often used up to volumes of 200 uL. Both
heparinized and nonheparinized micropipets are available. Use the
appropriate anticoagulant for the test ordered. Mix the specimen as
necessary.

7. Apply pressure and dispose of the puncture device.

8. Label the specimen container with date and time of collection and patient
demographics.

9. Indicate in the report that test results are from skin puncture.

metabolic disorders. A deep heel prick is made at the distal edge of the
calcaneal protuberance following a 5- to 10-minute exposure period to
prewarmed water. The best method for blood gas collection in the newborn
remains the indwelling umbilical artery catheter. Table 3-11 lists the steps
for a skin puncture (CLST H4-A6, 2008).

CENTRAL VENOUS ACCESS DEVICES

Central venous access devices (CVADs) provide ready access to the
patient’s circulation, eliminating multiple phlebotomies, and are especially
useful in critical care and surgical situations. Indwelling catheters are surgi-
cally inserted into the cephalic vein, or into the internal jugular, subclavian,
or femoral vein and can be used to draw blood, administer drugs or blood
products, and provide total parenteral nutrition. Continuous, real-time,
intraarterial monitoring of blood gases and acid-base status has been
accomplished with fiberoptic channels containing fluorescent and absor-
bent chemical analytes (Smith, 1992).

CVA Collection Technique

Blood specimens drawn from catheters may be contaminated with what-
ever was administered or infused via the catheter. The solution (usually
heparin) used to maintain patency of the vein must be cleared before blood
for analysis is collected. Sufficient blood (minimum of 2-5 mL) must be
withdrawn to clear the line, so laboratory data are reliable. Specialized
training is therefore necessary before a catheter line is used to collect blood
specimens. To obtain a blood specimen from the indwelling catheter, 5 mL
of intravenous fluid is first drawn and discarded. In a separate syringe, the
amount of blood required for the requested laboratory procedure(s) is then
drawn. Strict aseptic technique must be followed to avoid site and/or
catheter contamination. Coagulation measurements such as prothrombin
time (PT), activated partial thromboplastin time (APTT), and thrombin
time (TT) are extremely sensitive to heparin interference, so that even
larger volumes of presample blood must be withdrawn before laboratory
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TABLE 3-12
Order of Draw From Catheter Lines

1. Draw 3-5 mL in a syringe and discard.

2. Blood for blood culture

3. Blood for anticoagulated tubes (lavender, green, light blue, etc.)
4. Blood for clot tubes (red, SST, etc.)

§ST, Serum separator tube.

results are acceptable for these tests. The appropriate volume to be dis-
carded should be established by each laboratory.

The laboratory is sometimes asked to perform blood culture studies on
blood drawn from indwelling catheters. Because the indwelling catheters
are in place for a few days, this procedure is not recommended because
organisms that grow on the walls of the catheter can contaminate the blood
specimen. Lines, such as central venous pressure (CVP) lines, are specifi-
cally inserted and used for immediate blood product infusion and are less
likely to become contaminated. Determination of catheter contamination
requires special handling and careful analysis of multiple samples from the
catheter and peripheral blood. Table 3-12 lists the order of draw from
catheter lines.

URINE AND OTHER BoDY FLUIDS
COLLECTION

URINE

Collection and preservation of urine for analytic testing must follow a
carefully prescribed procedure to ensure valid results. Laboratory testing
of urine generally falls into three categories: chemical, bacteriologic, and
microscopic examinations. Several kinds of collection are used for urine
specimens: random, clean-catch, timed, 24 hour, and catheterized. Random
specimens may be collected at any time, but a first-morning-voided aliquot
is optimal for constituent concentration, as it is usually the most concen-
trated and has a lower pH caused by decreased respiration during sleep.
Random urine specimens should be collected in a chemically clean recep-
tacle, either glass or plastic. A clean-catch midstream specimen is most
desirable for bacteriologic examinations. Proper collection of a clean-catch
specimen requires that the patient first clean the external genitalia with an
antiseptic wipe; the patient next begins urination, stops midstream, and
discards this first portion of urine, then collects the remaining urine in a
sterile container. The vessel is tightly sealed, is labeled with the patient’s
name and date of collection, and is submitted for analysis. A urine transfer
straw kit for midstream specimens (BD Vacutainer) can be used to remove
an aliquot from the sterile collection container, which then can be trans-
ported to the laboratory. The system consists of an adapter that attaches
to a yellow evacuated sterile tube. The vacuum draws the urine into the
sterile tube. The adapter assembly must be treated like a needle assembly
system and be discarded into a biohazard container. A similar product is
available for cultures; it uses a sterile, gray-top tube containing 6.7 mg/L
of boric acid and 3.335 mg/L of sodium formate, along with the adapter
device described previously (BD Vacutainer).

Timed specimens are obtained at designated intervals, starting from
“time zero.” Collection time is noted on each subsequent container. Urine
specimens for a 24-hour total volume collection are most difficult to obtain
and require patient cooperation. Incomplete collection is the most frequent
problem. In some instances, too much sample is collected. In-hospital col-
lection is usually supervised by nurses and generally is more reliable than
outpatient collection. Pediatric collections require special attention to
avoid stool contamination. One can avoid problems in collecting 24-hour
specimens by giving patients complete written and verbal instructions with
a warning that the test can be invalidated by incorrect collection technique.
The preferred container is unbreakable, measures 4 L (approximately), is
plastic, and is chemically clean, with the correct preservative already added.
One should remind the patient to discard the first morning specimen,
record the time, and collect every subsequent voiding for the next 24 hours.
An easy approach is to instruct the patient to start with an empty bladder
and to end with an empty bladder. Overcollection occurs if the first morning
specimen is included in this routine. The total volume collected is measured
and recorded on the request form, the entire 24-hour specimen is thor-
oughly mixed, and a 40 mL aliquot is submitted for analysis.

It is difficult to determine whether a collection is complete. If results
appear clinically invalid, this is cause for suspicion. Because creatinine
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TABLE 3-13

Changes in Urine With Delayed Testing

Result Reason

Changes in color Breakdown or alteration of chromogen or

other urine constituent (e.g., hemoglobin,
melanin, homogentisic acid, porphyrins)
Bacterial growth, decomposition

Increased bacteria, crystal formation,
precipitation of amorphous material

Glucose converted to acids and alcohols by
bacteria producing ammonia. Carbon
dioxide (CO,) lost

Breakdown of urea by bacteria, forming
ammonia

Utilization by bacteria (glycolysis)
Volatilization of acetone; breakdown of
acetoacetate by bacteria

Destroyed by light; oxidation to biliverdin
Destroyed by light

Changes in odor
Increased turbidity

Falsely low pH

Falsely elevated pH

False-negative glucose
False-negative ketone

False-negative bilirubin

False-negative
urobilinogen

False-positive nitrite Nitrite produced by bacteria after specimen

is voided
Nitrite converts to nitrogen and evaporates.
Bacteria multiply in specimen before analysis.

Unstable environment, especially in alkaline
urine, hypotonic urine, or both

False-negative nitrite
Increased bacteriuria

Disintegration of
cells/casts

excretion is based on muscle mass, and because a patient’s muscle mass is
relatively constant, creatinine excretion is also reasonably constant. There-
fore, one can measure creatinine on several 24-hour collections to assess
the completeness of the specimen and keep this as part of the patient’s
record. One- and 2-hour timed collection specimens may suffice in some
instances, depending on the analyte being measured. Urobilinogen is
subject to diurnal variation, with the highest levels reached in the after-
noon. Commonly, urine is collected from 2—4 pm, when a quantification
of urobilinogen is requested.

Special Urine Collection Techniques

Catheterization of the urethra and bladder may cause infection but is
necessary in some patients (e.g., for urine collection when patients are
unable to void or control micturition). Ureteral catheters can also be
inserted via a cystoscope into the ureter. Bladder urine is collected first,
followed by a bladder washing. Ureteral urine specimens are useful in
differentiating bladder from kidney infection, or for differential ureteral
analysis, and may be obtained separately from each kidney pelvis (labeled
left and right). First morning urine is optimal for cytologic examination.

Urine Storage and Preservation

Preservation of a urine specimen is essential to maintain its integrity.
Unpreserved urine specimens are subject both to microbiologic decompo-
sition and to inherent chemical changes. Table 3-13 lists common changes
that occur as urine decomposes. To prevent growth of microbes, the speci-
men should be refrigerated promptly after collection and, when necessary,
should contain the indicated chemical preservative. For some determina-
tions, addition of a chemical preservative may be best to maintain analytes
when performing 24-hour urine collections. If a preservative is added to
the empty collection bottle, particularly if acid preservatives are used, a
warning label is placed on the bottle. The concentrated acid adds a risk of
potential chemical burns; the patient should be warned about this potential
danger, and the container labeled accordingly. In this scenario, the clinician
must assess the patient’s risk of exposure to the preservative; therefore,
refrigeration may be more appropriate, and the preservative may be added
upon submission to the laboratory. Light-sensitive compounds, such as
bilirubin, are protected in amber plastic bottles. Precipitation of calcium
and phosphates occurs unless the urine is acidified adequately before
analysis.

It is particularly important to use freshly voided and concentrated
urine to identify casts and red and white blood cells, as these
undergo decomposition upon storage at room temperature or with
decreased concentration (<1.015 specific gravity). They disappear rapidly



TABLE 3-14
24 Hour Urine Collection Preservatives

Preservative Tests

None (refrigerate) Amino acids, amylase, calcium, citrate,
chloride, copper, creatinine, delta
ALA, glucose, 5-HIAA, heavy metals
(arsenic, lead, mercury), histamine,
immunoelectrophoresis, lysozyme,
magnesium, methylmalonic acid,
microalbumin, mucopolysaccharides,
phosphorus, porphobilinogen,
porphyrins, potassium, protein,
protein electrophoresis, sodium,
urea, uric acid, xylose tolerance

Aldosterone, cortisol

Catecholamines, cystine, homovanillic
acid, hydroxyproline,
metanephrines, oxalate, VMA

Glucose

Cytologic examination

10 g boric acid
10 mL 6N HCI

0.5 g sodium fluoride

If processing delayed longer
than 24 hours: equal
amounts of 50% alcohol,
Saccomanno’s fixative, and
SurePath or Preserve CT

ALA, Alanine aminotransferase; 5-HIAA, 5-hydroxyindoleacetic acid; VMA, vanillyl-
mandelic acid.

in hypotonic and alkaline urine. Bilirubin and urobilinogen decrease, espe-
cially after exposure to light. Glucose and ketones may be consumed, while
bacterial contamination and loss of CO, lead to increase of pH, formation
of turbidity with precipitates, and change in color. Ideally specimens
should be delivered to the laboratory and analyzed within 1 hour of
collection.

Urine may be frozen in aliquots to be assayed at a later date for chemi-
cal analysis only. When repeat testing is expected, the specimen should be
stored in multiple aliquots to circumvent specimen degradation as a result
of repeated freeze—thawing of a single specimen. Preservatives may also be
added, depending on the substance to be tested. Sodium fluoride can be
added to 24-hour urine for glucose determinations to inhibit bacterial
growth and cell glycolysis, but not growth of yeast. About 0.5 g of sodium
fluoride is added to a 3 to 4 L container. Sodium fluoride may inhibit
reagent (enzyme-embedded) glucose strip tests. Tablets containing form-
aldehyde, mercury, and benzoate (95 mg tablet/20 mL urine) have also
been used; however these preservatives elevate specific gravity (0.002/one
tablet/20 mL). Boric acid in a concentration of 1 g/dL preserves urine
elements such as estriol and estrogen for up to 7 days. Boric acid maintains
the pH at about 6.0 and preserves protein and formed elements well
without interfering with routine testing except for pH. Boric acid is a
bacteriostatic preservative, not a bactericidal, and it does not inhibit the
growth of yeasts. Boric acid has been reported to interfere with drug and
hormone analysis (Strasinger, 2001). For catecholamines, vanillylmandelic
acid (VMA), or 5-hydroxyindoleacetic acid (5-HIAA) collections, 10 mL
of 6N HCl is added to a 3 to 4 L container. The HCI establishes a pH of
approximately <3.0 that is good for chemical testing. However, the low
pH destroys formed elements and enhances uric acid precipitation.
Table 3-14 lists preservatives commonly used for 24-hour urine specimens.
The NCCLS approved guidelines for urinalysis and collection, transporta-
tion, and preservation of urine specimens provide useful information
on various preservatives recommended for 24-hour urine collections

(NCCLS, 2001).

OTHER BODY FLUIDS

Cerebrospinal Fluid

Lumbar punctures (LPs) are performed to collect cerebrospinal fluid
(CSF) for laboratory evaluation to establish a diagnosis of infection (bacte-
rial, fungal, mycobacterial, or amebic meningitis), malignancy, subarach-
noid hemorrhage, multiple sclerosis, or demyelinating disorders. The most
common site for lumbar puncture is between the third and fourth lumbar
vertebrae, or between the fourth and fifth lumbar vertebrae. A serious
complication of an LP is cerebellar tonsillar herniation in patients with

elevated intracranial pressure, and it should be avoided unless CSF findings
are expected to improve treatment or outcome. Patients with spinal cord
tumors with paresis may progress to paralysis following LP. Patients with
sepsis in the lumbar region (skin infection, cellulitis, or epidural abscess)
should not have an LP performed, to avoid introduction of infection.
Other complications of LP include asphyxiation in infants due to hyper-
extending the head forward, thus occluding the trachea, paresthesia, head-
ache, and, rarely, hematomas. CSF is also collected by cisternal puncture.
A needle is inserted into the cisternal subarachnoidea, or small space, that
serves as a reservoir for CSF between the atlas and the occipital bone in
the back of the head, or by lateral cervical puncture (Kjeldsberg, 1993).
Specimens can also be collected from ventricular cannulas (shunts) when
present.

Before CSF is collected, the pressure should be between 90 and
180 mm Hg; this is measured by allowing fluid to rise in a sterile, gradu-
ated manometer. Holding one’s breath, abdominal compression, conges-
tive heart failure, inflammation of the meninges, obstruction of intracranial
venous sinuses, mass lesions, or cerebral edema may cause the pressure to
be elevated (>180 mm Hg). When pressure is normal, 20 mL of specimen
may be removed. On closing, the pressure should be between 10 and
30 mm Hg. A marked decrease in pressure following this procedure sug-
gests cerebellar herniation or spinal cord compression; thus, no additional
CSF should be collected. Patients with partial or complete spinal block
may have low pressure (<80 mm Hg), falling to zero after removal of only
1 mL. Again, no additional fluid should be removed. Not more than 2 mL
can be removed when the pressure is greater than 200 mm Hg. Three
aliquots are generally collected in separate, sterile tubes labeled appropri-
ately with name, date, and sequential tube collection number, and distrib-
uted. Hospital policies differ as to which tube is distributed to which
laboratory for analysis. It is generally recommended that Tube #1 goes to
chemistry for glucose and protein analysis, or to immunology/serology;
Tube #2 goes to microbiology for culture and Gram stain; Tube #3 goes
to hematology for cell counts. Tube #3 is the least likely to be contami-
nated by a bloody tap at collection. Expansion of tests ordered on CSF to
include molecular diagnostic procedures has placed even greater demand
on proper utilization of the entire volume of CSF collected, with special
efforts to conserve specimens in each laboratory section so that additional
tests may be performed.

Synovial Fluid

Synovial fluid found in the joint cavities is an ultrafiltrate of plasma that
is passed through fenestrations of the subsynovial capillary endothelium
into the synovial cavity. Once in the cavity, it is combined with hyaluronic
acid, a glycosaminoglycan secreted by the synovial lining cells. Synovial
fluid differs from the other serous fluids in that it contains hyaluronic acid
(mucin) and may contain crystals. Synovial fluid is collected by arthrocen-
tesis, an aspiration of the joint using a syringe, moistened with an antico-
agulant, usually 25 units of sodium heparin per mL of synovial fluid.
Oxalate, powdered EDTA, and lithium heparin should not be used, as they
can produce crystalline structures similar to monosodium urate (MSU)
crystals. Once removed, the synovial fluid is usually transferred to three
tubes—one sterile, one containing EDTA or heparin, and one red-top
tube; 5-10 mL of fluid is added to each. The sterile tube is sent to micro-
biology, the anticoagulated tube is sent to hematology, and the red-top
tube, after centrifugation, is used for chemical analysis. Some hospitals
transfer synovial fluid to aerobic and anaerobic blood culture bottles for
microbiologic culture.

Pleural Fluid, Pericardial Fluid,
and Peritoneal Fluid

Pleural fluid is an ultrafiltrate of the blood plasma. It is formed continu-
ously in the pleural cavity. This cavity, normally containing 1-10 mL of
fluid, is formed by the parietal pleura, lining the chest wall, and the visceral
pleura, covering the lung. Each lung is enveloped by this double membrane
of contiguous mesothelial layers. Pleural fluid acts as a natural lubricant
for contraction and expansion of the lungs during respiration.
It is reabsorbed by the lymphatics and the venules in the pleura
(Miller, 1999).

Thoracentesis is a surgical procedure to drain fluid (effusions) from the
thoracic cavity and is helpful in diagnosing inflammation or neoplastic
disease in the lung or pleura. Pericardiocentesis and peritoneocentesis
refer to the collection of fluid from the pericardium (effusion) and the
peritoneal cavities (ascites), respectively. These cavities normally contain
less than 50 mL of fluid.
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The patient, sitting in an upright position, with arms and head extended
on an overbed table, is prepared with a local anesthetic after appropriate
cleansing of the site. A 50 mL syringe is fitted with a stopcock and rubber
tubing to assist in the aseptic collection process. Specimens are obtained
for chemical, microbiologic, and cytologic examination and are transferred
to collection tubes with appropriate additive(s). For most chemical evalu-
ations, no additive is used and the specimen is allowed to clot. Bacterio-
logic and cytologic specimens may be collected in EDTA or sterile sodium
heparin (without preservatives). Special studies for Mycobacterium, anaero-
bic bacteria, or viruses may require special handling procedures. Special
handling procedures must be reviewed before collection is begun.

SPECIMEN TRANSPORT

Transport of blood, urine, body fluids, and tissue specimens from the col-
lection site to the laboratory is an important component of processing. For
blood samples, it accounts for approximately one third of the total turn-
around time (TAT) (Howanitz, 1992). Excessive agitation of blood speci-
mens must be avoided to minimize hemolysis. Specimens should be
protected from direct exposure to light, which causes breakdown of certain
analytes (e.g., bilirubin). For analysis of unstable constituents such as
ammonia, plasma renin activity, and acid phosphatase, specimens must be
kept at 4° C immediately after collection and transported on ice. Routine
urine is collected in a sterile, disposable, 200 mL plastic container. Pedi-
atric urine collectors are flexible polyethylene bags, which may be sealed
for transportation. All laboratory specimens must be transported in a safe
and convenient manner to prevent biohazard exposure or contamination
of the specimen. Broken or leaking specimens are a biohazard to those
who may come in contact with them and require collection of a new speci-
men; this can delay treatment of the patient and add to the cost.

The stability of the constituents must be determined before specimens
are transported. The laboratory usually provides this information along
with instructions for specimen preparation and shipping. Polystyrene or
other high-impact plastic-type containers are commonly used. Specimens
requiring refrigeration must be maintained at between 2° C and 10° C and
can be appropriately carried in an insulated container. Large-volume urine
specimens should be collected in a leak-proof, 3 to 4 L container. Stool
specimens are transported in a cardboard container and placed in a poly-
ethylene bag. To mail a specimen in the frozen state, solid carbon dioxide
(dry ice) may be packed in a polystyrene container with the specimen,
which can be kept frozen at temperatures as low as —70° C.

The OSHA Bloodborne Pathogens Standard (OSHA: 1910.1030)
requires specimens of blood or other potentially infectious materials
(OPIM) to be placed in a container that prevents leakage during collection,
handling, processing, storage, transport, and/or shipping. This container
must be labeled or color-coded according to specific standards (OSHA:
1910.1030(g][1][i]). Furthermore, according to the standard, if contamina-
tion of the outside of the primary container occurs, or if the specimen
could puncture the primary container, the primary container must be
placed in a secondary container that is puncture-resistant in addition to
having the previous characteristics (OSHA: 1910.1030[d][2][xiii]).

Labeling is required on all containers used to store, transport, ship, or
dispose of blood or other potentially infectious materials, except as noted
in the OSHA standard. For example, if individual containers of blood or
OPIM are placed in a larger container during storage, transport, shipment,
or disposal, and that larger container is labeled with the OSHA “BIOHAZ-
ARD?” label or is color-coded, the individual containers are exempt from
the labeling requirement. OSHA accepts the Department of Transporta-
ton’s (DOT’%) “INFECTIOUS SUBSTANCE? label in lieu of the “BIO-
HAZARD? label on packages where the DOT requires its label on shipped
containers, but requires the “BIOHAZARD” label where OSHA regulates
a material but DOT does not. If the DOT-required label is the only label
used on the outside of the transport container, the OSHA-mandated label
must be applied to any internal containers containing blood or OPIM. The
accepted “BIOHAZARD” label is fluorescent orange.

For local, onsite transport, pneumatic tube systems provide a rapid,
efficient, and cost-effective way of transporting laboratory specimens to a
specific location. For laboratory use, blood specimens are placed in a
carrier with liners to prevent leakage and padding to ensure that specimen
containers remain intact. The advantages of a pneumatic tube system
are improved TAT, reliability, minimal training, low maintenance,
availability 24 hours/day, 7 days/week, and improved staff utilization.
Studies have shown that most routine chemical and hematologic
evaluations, including blood gases, red cell packs, coagulation tests, and
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LD values, are not substantially affected by rapid transport (Hardin, 1990;
Keshgegian, 1992).

SPECIMEN PROCESSING

Processing of specimens includes three distinct phases: precentrifugation,
centrifugation, and postcentrifugation. Continuing appraisal of all speci-
men handling activities is an important preanalytic component of total
quality control. Appropriate guidelines must be established and adhered
to by laboratory personnel in each phase of specimen handling to ensure
the generation of reliable and medically meaningful measurement and
examination results.

PRECENTRIFUGATION PHASE

Ideally, all measurements should be performed within 45 minutes to 1 hour
after collection. Whenever this is not practical, the specimen should be
processed to a point at which it can be properly stored to preclude altera-
tion of constituents to be measured. With the exception of blood gases and
ammonia determinations, plasma or serum is preferred for most biochemi-
cal determinations. In clinical chemistry, serum and plasma are inter-
changeable except for a few measurements. Serum is required for protein
electrophoresis and immunofixation assays, just as plasma is necessary for
fibrinogen and other coagulation measurements. Serum is most commonly
the specimen of choice, owing to its simplicity in collection and handling.
Additionally, interference from anticoagulants is obviated. Plasma may be
used in medical emergencies because samples do not have to clot before
centrifugation. Usually, a greater volume of plasma than serum is obtained
from a given volume of whole blood owing to the clot formation process.
Hospitalized patients are likely to be receiving heparin (especially under
critical care), which can delay clotting in blood collection tubes even with
activators and lead to fibrin strands that can clog up aspiration probes on
instrumentation. Accordingly it is good practice to collect blood from
hospitalized patients into tubes with heparin anticoagulant to obtain
plasma for chemical tests.

Blood should be stoppered in the original container until ready for
separation. For plasma preparation, centrifuge blood within 1 hour after
collection, for 10 minutes at a relative centrifugal force (RCF) of 850—
1000x gravity (g), keeping the container stoppered to prevent evaporation
of plasma or serum water. Adequate time for clotting must be allowed to
prevent latent fibrin formation, which may cause undesirable clogging of
automated chemistry analyzers. Loosening the clot by “trimming” or
“ringing” the tube may cause some hemolysis and should be avoided.
When glass tubes are used, they should be centrifuged in an aerosol-
contained vessel. Serum or plasma must be stored at 4° C to 6° C if analysis
is to be delayed for longer than 4 hours. One study suggests that this may
not be necessary (Melanson, 2004). Many laboratories store samples for
7 days in case a test is added.

CENTRIFUGATION PHASE

A centrifuge uses centrifugal force to separate phases of suspensions by
different densities. It is most frequently used in processing blood to derive
plasma or serum fractions. Urine and other body fluids may be centrifuged
to concentrate particulate matter as sediment to be examined and to mini-
mize interference with other determinations from the same material. Con-
ditions for centrifugation should specify both the time and the centrifugal
force. In selecting a centrifuge, one should look for the highest possible
centrifugal force and not the rotational speed. The RCF in g units, that
is, multiples of the gravitational force, may be calculated by using the
following formula:

RCF =1.118x107 x 7 x (rpm)’

where 1.118 X 107 is a constant; 7 is the radius, expressed in centimeters,
between the axis of rotation and the center of the centrifuge tube; and 7pm
is the speed in revolutions per minute. The RCF can also be obtained from
a nomogram that gives the RCF without the need to calculate it from the
previous formula.

Several principles must be observed to avoid damage to the centrifuge,
or the specimen, and danger to personnel. Tubes, carriers, or shields of
equal weight, shape, and size should be placed in opposing positions in the
centrifuge head to achieve appropriate balance. Tubes must be balanced
across the center of rotation, and each bucket must be balanced with
respect to its pivotal axis (Seamonds, 2001). Specimens must be placed with



regard for a geometrically symmetrical arrangement, using water-filled
tubes to attain balance.

Recentrifugation of gel separator tubes has been associated with pseu-
dohyperkalemia. One study demonstrated that after initial centrifugation,
a new serum layer will develop under the gel within the cellular layer.
During storage, potassium leaks from the cellular layer into the new serum
layer, creating hyperkalemia in this layer. When the tube is recentrifuged,
the new serum layer will move above the gel layer and cause a pseudohy-
perkalemia in the serum for analysis. The same authors also demonstrated
that a pseudonormokalemia in patients with true hypokalemia may be
erroneously reported after recentrifugation (Hira, 2001; Hira, 2004).

Equipment

A wide variety of centrifuges and accessories are available to meet specific
needs in the clinical laboratory. These include tabletop, general laboratory
centrifuges; horizontal head, fixed-angle, or angle-head; high-speed cen-
trifuges; portable floor models, undercounter models; microcentrifuges;
refrigerated and unrefrigerated types; and ultracentrifuge models. Ultra-
centrifuges are high speed and capable of reaching a centrifugal force of
165,000 times gravity. These centrifuges require refrigeration chambers to
compensate for the considerable heat produced. Ultracentrifuges are used
to clear serum of chylomicrons, which is necessary to avoid interference
with clinical testing (Bermes, 2001). An example of a centrifuge designed
for fast speed and quick turnaround time is the StatSpin Express 3 (Stat-
Spin, 2005), a microprocessor-controlled, high-speed bench-top centri-
fuge designed to rapidly separate blood in evacuated tubes. This centrifuge
accelerates rapidly and brakes very fast, decreasing specimen processing
time. The centrifuge operates at a fixed speed of 8500 rpm, produces
a RCF of 4440 x (g), and can be operated with a 120- or 180-second
spin cycle.

Centrifuge capacities vary with model type and centrifuge head. Speci-
men volume (per tube), number of tubes to be centrifuged, speed required
for adequate separation, and durability of equipment should be considered.
For every laboratory procedure requiring centrifuge operation, a written
specification identifying centrifuge type, temperature, g forces, and length
of centrifugation time is required. Calibration of the centrifuge must be
part of the quality assurance process. Speed settings must be calibrated
using rpm, and RCFs must be calculated using the earlier formula or a
nomogram. Any significant changes will indicate deterioration effects, such
as wearing of brushes or bearing problems. Timers must be checked for
accuracy.

INTERFERENCES

One of the main concerns in the preanalysis phase is whether any substance
or artifact is introduced as the result of specimen handling or other patient-
related factors that lead to alterations in the technical measurement of
clinical specimens in the analysis. The patient’s medical condition might
cause abnormalities that can be evaluated by measurement of various
analytes, and some of those abnormally elevated substances can markedly
interfere with some basic modes of analysis.

SPECIMEN COLLECTION

The appropriate tube should always be used for collection of blood speci-
mens because of interferences from some anticoagulants such as EDTA,
which chelates both calcium and magnesium, thereby lowering the mea-
surement of those ions and inhibiting some enzymes that require divalent
cations (e.g., alkaline phosphatase by also chelating zinc). Plasma separa-
tor tubes containing lithium heparin should not be used for lithium
measurements, and electrolyte measurements are not valid in tubes with
potassium EDTA or sodium citrate. Proper collection technique avoids
hemolysis (release of potassium; introduction of spectral interference)
and contamination of blood with tissue fluid using fingersticks or
heelsticks.

Small volumes of blood may be acceptable for some chemistry tests or
cell counts; however, coagulation tests require a minimal volume of blood
in the collection tube to achieve correct balance with citrate anticoagulant,
which also chelates calcium. Excess citrate in plasma from insufficient
blood volume leads to falsely elevated clotting times. This interference
is also important in polycythemia, when the hematocrit is abnormally
high and plasma volume in which the citrate distributes is small. Thus,
even in an apparently correctly filled tube, polycythemia can lead to
falsely prolonged PT and PTT unless the amount of citrate anticoagulant

in the tube is reduced proportionally to the decrease in plasma volume in
that patient.

OPTICAL INTERFERENCES

The most common interfering conditions are hemolysis and icterus, which
strongly absorb particular wavelengths of light, and also lipemia, which
scatters light and so blocks its transmission. All three of these interferents
can have severe effects on spectrophotometric methods of analysis
(Grafmeyer, 1995). Lipemia can potentially be cleared from a serum or
plasma specimen by ultracentrifugation, and hemolysis that occurs at the
time of blood collection can be eliminated by re-collection of the speci-
men; however, bilirubin in a specimen is not readily removed and so may
cause spectral interference through its high absorbance at wavelengths
between 340 and 500 nm. Bilirubin can also interfere chemically, particu-
larly in peroxidase-coupled assays such as those for uric acid, cholesterol,
and triglycerides (Spain, 1986). Result reporting should include a state-
ment about the appearance of a specimen if it is particularly abnormal and
a qualification about the validity of the results for the physician to use in
interpreting any abnormal findings (e.g., elevated potassium in hemolyzed
specimens).

IMMUNOASSAYS

Most modern immunoassays utilize mouse monoclonal antibodies in
various configurations, often with separate solid phase capture antibody
and signal antibody that detect specific antigens through molecular sand-
wich formation (see Chapter 44). The signal antibody is typically conju-
gated with an enzyme of other substance such as a chemiluminescent tag.
In many enzyme immunoassays (EIAs), the label is peroxidase, which
converts a colorless substrate to a colored product in solution whose
optical absorbance is proportional to the concentration of the analyte.
Although bilirubin and lipemia can interfere in principle with EIAs, wash
steps may remove significant amounts of them and so minimize their
effects from spectral interference. In contrast, Hb from a heavily hemo-
lyzed specimen can have marked interference in peroxidase-based EIAs
even after the prescribed number of wash steps because of the pseudoper-
oxidase activity of Hb in the residue remaining in the assay well. This effect
is especially problematic for severely hemolyzed specimens such as blood
collected postmortem. Consequently such hemolyzed specimens may not
be at all suitable for analysis by peroxidase-based EIAs. Other EIAs that
use alkaline phosphatase or B-galactosidase on the signal antibody or those
that employ chemiluminescence as a tag do not have as much interference
from hemolysis (Demuth, 2004).

Another problem sometimes encountered in immunoassays with mouse
monoclonal antibody reagents is the presence of human anti-mouse anti-
bodies (HAMAs) or heterophile antibodies in patients. HAMAs can arise
following antigenic stimulation from therapeutic mouse monoclonal anti-
bodies that are administered to alter immune responses (e.g., anti-T cell
antibody), to bind and remove toxic levels of drugs (e.g., digoxin), or to
attack tumors. Some individuals with HAMAs have no history of thera-
peutic exposures but could conceivably have had incidental exposure to
mouse proteins through contaminated food or other environmental
sources. The effect of HAMAs in immunoassays can be to cross-link
capture and signal antibodies in a sandwich that mimics true antigen (Klee,
2000). For example, an immunoassay for thyroid-stimulating hormone
(T'SH) that has separate antibodies against o and B subunits might yield
an astonishingly high false-positive result in a euthyroid person with
HAMA; in this case, the other thyroid function tests could be completely
normal. The presence of HAMA can be confirmed by direct measurement
(usually sent to a reference laboratory) and can also be inferred by adsorp-
tion of the HAMA onto special tubes coated with mouse antibodies, fol-
lowed by repeat measurement of the analyte to look for reduction in signal
strength in the treated specimen (Madry, 1997).

SPECIMEN MATRIX EFFECTS

Common biochemical analytes such as electrolytes, small molecules,
enzymes, etc., are generally distributed in the water phase of plasma or
serum. Consequently, specimens with reduced water phase due to hyper-
proteinemia (e.g., from very high concentrations of a myeloma protein) or
hyperlipidemia (e.g., high chylomicron content) can have reduced content
of those solvent analytes even though other properties such as ionic
activities in those specimens may be within normal physiologic range. This
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phenomenon is termed the solvent exclusion effect, referring to the exclusion
of water and small molecules in the aqueous phase when more volume
within a specimen is occupied by protein or lipid that excludes water. The
content of small molecules per volume is the osmolarity (which is the
measurement that can be erroneous), whereas the physiologically impor-
tant aspect such as ionic activities is the osmolality. If excess lipids are the
cause, they may be removed by ultracentrifugation. If interference is due
to excess protein, an alternative mode of analysis such as ion-selective
electrode in undiluted specimen can be employed to yield correct electro-
lyte activity (i.e., equivalent of osmolality).

Matrix effects from very high or very low concentrations of proteins
and other constituents may be problematic when dealing with other body
fluids, especially when the specimens are highly viscous or otherwise atypi-
cal (see Chapter 29). In those situations, it may be necessary to qualify
results in the report to indicate the site of the body fluid and possible
limitations in accuracy of measurement.

MOLECULAR DIAGNOSTICS

Laboratory manipulations of nucleic acids are susceptible to interferences
at various stages, including specimen collection and processing. Introduc-
tion of inhibitory substances and contamination with false-positive signals
are among the significant interferences. Blood specimens for nucleic acid
testing are generally collected into EDTA anticoagulant to inhibit enzymes
that might break them down. Heparin is a poor choice for anticoagulant
in this application because it can be coextracted with DNA and inhibits
DNA polymerase in polymerase chain reactions (PCRs). Hemin from
hemolysis in plasma or serum can also inhibit DNA polymerase. RNA is
labile in blood or tissues, and so these specimens must be stored appropri-
ately by rapid freezing in liquid nitrogen if the extraction will be delayed.

Extraction of nucleic acids from clinical specimens such as plasma (e.g.,
for viral load measurement), blood cells (e.g., for genetic testing), or tissues
(e.g., for analyzing mutations in tumors) entails lysing cells and separating
nucleic acids from proteins and lipids. Reagents for extraction include salts,
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proteases, and phenol-chloroform to denature the substances complexed
with nucleic acids. This process must be optimized for specimen type to
recover high quality nucleic acids with good quantitative yield (see Chapter
65). Care must be taken to avoid contamination of specimens with target
nucleic acids from other specimens or with amplified targets from speci-
mens that have been analyzed previously in that vicinity. Accordingly,
laboratories practicing nucleic acid amplification should have separate pre-
amplification, amplification, and postamplification areas with strict rules
about personnel movements between them (see Chapters 65 and 69).

EFFECTS OF DRUGS

Analytic methods that are based on oxidation-reduction reactions may be
influenced positively or negatively by ingested substances such as ascorbic
acid (vitamin C). This interference is observed in chemical testing of serum
on automated analyzers (Meng, 2005), and it can also occur in urine testing
for glucose (positive interference for reducing substance method; negative
interference with enzymatic method). In stool testing for occult blood,
peroxidases from meats (myoglobin) or vegetables (horseradish) in the diet
can yield a false-positive result with guaiac-based methods, as can topical
iodine or chlorine used as a disinfectant.

Drugs can have unanticipated reactions with the reagents intended for
specific chemical tests. The list of potential interfering drugs is extremely
long, and some methods for a particular analyte may be strongly affected,
whereas other methods may not be affected. A voluminous compendium
of drug interactions has been developed by Dr. Donald S. Young (Young,
2007). In addition to assisting with recognition of potential interferences,
this source can be used to evaluate a different method that is unaffected
by a particular drug to confirm the accuracy of measurement in cases of
suspected interference. These interferences are separated into those whose
effects are manifested directly in the assay in vitro and those that are due
to drug actions in vivo, whereby physiologic functions are changed (e.g.,
prolonged prothrombin time with Coumadin; lower potassium in blood
with some diuretics).

Boyanton L, Blick K. Stability studies of twenty-four
analytes in human plasma and serum. Clin Chem
2002;48(12):2242-7.

This article studies plasma and serum analyte stability
over 56 hours in samples removed from cells and allowed
to remain on cells. No significant changes were found in the
serum and plasma specimens removed from the cells within
30 minutes of collection. The article provides an excellent
bistorical bibliography of the major studies performed on
this topic.

Centers for Disease Control and Prevention. Workbook
for designing, implementing, and evaluating a
sharps injury prevention program, introduction.
Division of Healthcare Quality Promotion—(DHQP
Home) privacy policy—Accessibility. Published date:
June 4, 2004; Reviewed date: July 28, 2004. Online.
Available at:  http://www.cdc.gov/sharpssafety/pdf/
sharpsworkbook_2008.pdf.

This excellent Internet publication available for free
download includes an overview of sharps risks and preven-
tion, organizational steps for development of prevention
programs, recommendations for selection of sharps injury
prevention devices, and education and training materials.
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tables and quick reference charts. It also provides an exten-
sive description of the various blood collection tubes and
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Electrochemical principles are used to measure numerous analytes
in biologic fluids. Specific electrochemical techniques include
potentiometry, amperometry, coulometry, conductivity, and anodic
stripping voltammetry.

Analytes measured by electrochemical techniques include electrolytes,
blood gases, pH, metabolites (e.g., glucose, urea nitrogen), ionized
calcium, lead, and chloride in sweat.

Chromatography is a separation technique based on the different
interactions of specimen compounds with a mobile phase and a
stationary phase, as the compound travels through a support
medium.

Mass spectrometers have become increasingly important clinical
instruments, especially in emerging fields such as proteomics. Mass
spectrometry is based on fragmentation and ionization of molecules.
The relative abundance of each of the ions yields a characteristic
mass spectrum of the parent molecule. The basic components of

a mass spectrometer include an ion source, a mass analyzer, and an
ion detector.
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Figure 4-1 Diagram of a beam of monochromatic, plane-polarized light.
A, Magnetic (y-axis) and electrical (x-axis) field vectors at right angles to one
another. B, Two-dimensional view of the electrical vector.

A fundamental understanding of the principles of instrumentation used in
clinical laboratories is essential. These instruments must provide the clini-
cian with the best possible data to be of value to the patient. Without a
thorough understanding of the necessary principles associated with an
analyzer, operators will be ill equipped to perform maintenance procedures
and calibrations, and to troubleshoot problems that may arise.

The goal of this chapter is to provide the reader with a brief and broad
description of the essential principles of analytic instruments in the clinical
laboratory. For a more comprehensive review of this topic, the reader is
referred to references on clinical instrumentation at the end of this chapter.

PRINCIPLES OF INSTRUMENTATION
SPECTROPHOTOMETRY

Absorption spectroscopy has provided scientists with a means to use both
qualitative and quantitative methods of measuring analytes in body fluids.
Bouguer initially developed the principles of absorption spectroscopy in
the early 1700s. Two other scientists, Lambert and Beer, continued to
develop the fundamental principles of absorption spectroscopy, commonly
known as Beer’s law. Before reviewing the laws of spectroscopy, it is
prudent to gain an understanding of light and the effects of its interactions
with matter.

Diverse spectrophotometric methods use electromagnetic radiation
(EMR), which can take several forms, the most recognizable being light
and radiant heat. Other types of EMR include gamma (y) rays and x-rays,
as well as microwaves, radiofrequency radiation, and ultraviolet radiation.
The energies involved with specific regions of the electromagnetic spec-
trum (EMS) and their corresponding wavelengths change dramatically
from radio waves to ¥ radiation.

Some properties of EMR can be described by means of a classical
sinusoidal wave model. Parameters associated with this waveform include
wavelength, frequency, velocity, and amplitude, as shown in Figure 4-1, B.
EMR requires no supporting medium for its transmission and passes
readily through a vacuum.

The sine wave model does not provide the total picture when discussing
the absorption and emission of radiant energy. EMR also exists as a stream
of discrete particles, or packets, of energy called photons. The energy of
the photons is proportional to the frequency of the radiation. This dual
nature of EMR is considered complementary and applies to the behavior
of streams of electrons, protons, and other elementary particles.
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The wave model allows us to represent EMR as both an electrical and
a magnetic field that can undergo in-phase, sinusoidal oscillation at right
angles both to each other and to the direction of propagation. The electri-
cal and magnetic fields for a monochromatic beam of plane-polarized light
(with oscillation of either the electric or magnetic fields within a single
plane)* in a specific direction of propagation are shown in Figure 4-1, A4
(Skoog, 1998).

The electrical vector or component of the waveform is shown in two-
dimensional format. Remember that a vector has both magnitude and
direction. The electrical field vector at a certain point in time and space
is proportional to its own magnitude.

Time or distance of wave propagation is plotted on the abscissa. Most
of the instrument principles widely used in the laboratory involve the
electrical component of radiation and will represent the focus of discussion
throughout this chapter. An exception will be nuclear magnetic resonance
(NMR). With this technique, the magnetic component produces the
desired effect.

Several wave parameters will be described. Amplitude of the sine wave
is shown as the length of the electronic vector at maximum peak height.
A period, p, is defined as the time in seconds required for the passage of
successive maxima or minima through a fixed point in space. The number
of oscillations of the waveform in a second is called frequency, v. The unit
of frequency is hertz (Hz), which corresponds to one cycle per second.
Frequency is also equal to 1/p. A wavelength, A, is the linear distance
between any two equivalent points on a successive wave. A widely used
unit for wavelength in the visible spectrum is the nanometer, nm (10~ m).
Electromagnetic radiation in the x-rays or gamma region may be expressed
in terms of angstrom units, A (107" m). Finally, because of its much longer
wavelength, EMR in the infrared region may have units corresponding to
the micrometer, um (107 m).

Example 4-1. 1 nm = 10° m = 10”7 cm; other units sometimes used
include the following:

Tum=10°"m=10"*cm

TA=10""m=10%cm

Velocity of Propagation

Velocity of propagation, v; in meters per second, is determined by multi-
plying frequency by wavelength. Thus:

#-1)

The frequency of light is determined by the source and does not
change, whereas the velocity depends upon the composition of the medium
through which it passes. Therefore, Equation 4-1 implies that the wave-
length of radiation is also dependent upon the medium.

The velocity of light traveling through a vacuum is independent of
wavelength and is at its maximum. This velocity is represented by the
symbol ¢, and is equivalent to 2.99792 x 10° m/s. Equation 4-1 can then
be rewritten as follows:

c=vA=3.00x10° m/s =3.00x10° m/s" =3.00x10" cm/s

v; = vA;

(4-2)

Example 4-2. What is the wavelength in nm for EMR having a frequency
of 1.58 x 10" Hz?

SOLUTION
A=clv

3.00x10® m/s
A M) = S8 T0T Hz
A (nm) =190

In any medium containing matter, the propagation of radiation is
slowed by the interaction between the EMR field of the radiation and the
electrons bound in the atoms of that matter. Because the radiant frequency
does not vary and is fixed by the source, the wavelength must decrease as
radiation passes from air to a slower medium.

Energy of EMR

One should note the following safety concern: optical devices that emit
high frequency EMR generate very high energies and can damage the eyes.
Examples include deuterium and xenon lamps.

*Unpolarized radiation has waves in many planes.
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Figure 4-2 A diagram of the names, frequencies, wavelengths, and photon energies of electromagnetic radiation (EMR). Visible and ultraviolet light are widely used in

analytic methods.

Wavelength and frequency are related to the energy of a photon, E, by
Planck’s* constant h, 6.626 x 107* ] s, and c, the velocity of light in a
vacuum (3.00 x 10° ms™):

E =hv=bhc/h

where:
E is the energy of a photon in Joules or eV
b is Planck’s constant (6.626 x 107* ] s)
v is frequency in Hz (cycles/s).

Quite often the energies of photons are stated in terms of an electron
volt (eV). An eV is defined as the energy acquired by an electron that has
been accelerated through a potential of 1 volt. The conversion factors
between Joules and eV are as follows:

@4-3)

1]=6.24x10% eV
1eV=1.602x107" ]
To illustrate the difference in energies of photons in the EMS, compare

the energy of photons in the ultraviolet (UV) region versus the visible
region of the EMS.

Example 4-3. What is the energy in Joules and eV of EMR equivalent to
(@) 190 nm? (b) 520 nm?

SOLUTION

(a)

E = hc/v
(6.626 107 ] 5)(3.0x 10° m’s)

190 nm (10~° m/nm)

E=1.046 x 1078
Or to convert to eV, use the conversion of 1 ] =6.24 x 10'8 eV.
Therefore the number of eVs is 6.53.

E=

*Also expressed in units 6.626 x 107 erg s.

(b)

E = hc/v

(6.626 x107** ] 5)(3.0x10° m’s)
520 nm (10 m/nm)

E=3.82x10"]or 2.38 eV

E=

The relationship of frequency, wavelength, and photon energy through-
out the EMS can be seen in Figure 4-2. This graphic illustrates for example
that very-high-energy gamma photons have extremely short wavelengths
and very high frequencies (Rubinson, 2000). The converse is true for
television and radio wave parameters.

Scattering of Radiation

Transmission of radiation in matter can be viewed as a momentary reten-
tion of the radiant energy by atoms, ions, or molecules followed by
re-emission of the radiation in all directions as particles return to their
original state. Destructive interference removes most but not all of the
re-emitted radiation involving atomic or molecular particles that are small
relative to the wavelength of the radiation. The exception is radiation that
travels in the original direction of the beam; the path of the beam appears
to be unaltered because of the interaction. It has been shown that a very
small fraction of the radiation is transmitted at all angles from the original
path, and that the intensity of this scattered radiation increases with par-
ticle size.

Rayleigh Scattering

Scattering by molecules or aggregates of molecules with dimensions sig-
nificantly smaller than the wavelength of the radiation is referred to as
Rayleigh scattering. The intensity is proportional to the inverse fourth
power of the wavelength, the square of the polarizability of the particles,
and the dimensions of the scattering particles. In Rayleigh scattering, the
wavelengths of absorbed and emitted photons are the same. An example
of Rayleigh scattering is the blue color of the sky, which results from
increased scattering of the shorter wavelength of the visible spectrum.
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Figure 4-3 Attenuation of monochromatic light by an absorbing solution.

Tyndall Effect

The Tyndall effect occurs with particles of colloidal dimensions and can
be seen with the naked eye. Measurements of scattered radiation are used
to determine the size and shape of polymer molecules and colloidal
particles.

Raman Scattering

Raman scatter involves absorption of photons producing vibrational exci-
tation. Emission or scatter occurs at longer wavelengths. Raman scatter
always varies from the excitation energy by a constant energy difference.

Beer-Lambert Law

If monochromatic EMR (P,) is directed toward a cuvet containing an
absorbing species, the amount of light (P) transmitted (7) is equal to:

T=P/P, 4-49)

and percent transmittance is equal to 1007

Lambert proved that for monochromatic radiation that passes through
an absorber of constant concentration, a logarithmic decrease is seen in
the radiant power as the path length increases arithmetically. The absor-
bance (4) of a solution was determined to be equivalent to:

A=logP,/P
The relationship between transmittance, 7, or percent transmittance

(P/P, x 100), and absorbance is shown in Figure 4-3. Absorbance and
percent transmittance are inversely related as given by the following:

A=2-log%T (4-6)

(4-5)

Example 4-4. What is the absorbance of a solution whose transmittance

is 10%?
SOLUTION
A=2-log %T

A=2-1log10%T=2-1=1

Beer followed with studies on the relationship between radiant power
and concentration. His approach was to keep the path length and wave-
length constant while determining the relationship of radiant power, B, and
concentrations of the absorbing species. Based on previous work by
Lambert, Beer discovered that for monochromatic radiation, absorbance
is directly proportional to the path length, b, through the medium and the
concentration, ¢, of the absorbing species. The work culminated in the
Beer-Lambert law, or simply Beer’s law.

The principles established are represented by the following:

A=-logT =logP, /P = abc @-7)

where:
a is absorptivity in L g™ cm™
b is path length of 1 cm
¢ is concentration in units of g/L.
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Figure 4-4 A plot of absorbance versus concentration illustrating deviation from
Beer’s law.

When the concentration in Equation 4-7 is expressed in moles per liter
and the path length in centimeters, the term applied is mzolar absorptivity,
given the symbol €, epsilon, and is equivalent to the extinction coefficient
(“a”) times gram molecular weight of the absorbing species.

A =ghe 4-8)

where units for € are L mol™ em™.

The graph of absorbance versus concentration shows the intercept at
zero and a linear plot with a slope equivalent to “4b.” Absorption spectros-
copy is used best for solutions whose absorbance values are less than 2.0.
Absorbance values greater than 2.0 may yield erroneous results because of
other interactions of light with matter (e.g., variations in the refractive
index of a solution). This may cause a deviation from Beer’s law, resulting
in bending of the linear plot as shown in Figure 4-4.

Deviations from Beer’s law may be caused by changes in instrument
functions or chemical reactions. Instrument deviation is commonly a result
of the finite band pass of the filter or monochromator. Beer’s law assumes
monochromatic radiation, but truly monochromatic radiation is best
achieved using only unique line emission sources. If absorptivity is
constant over the instrument band pass, then Beer’s law is followed within
close limits.

Deviations from Beer’s law become apparent at higher concentration
(i.e., higher absorbance). In Figure 4-4, the curved line bends toward the
concentration axis as opacity is approached. This lack of adherence to
Beer’s law in a negative direction is undesirable because of the somewhat
large increase in the relative concentration error.

Deviation from Beer’s law can occur with shifts or changes in chemical
or physical equilibrium involving the absorbing species. Changes in solu-
tion pH, ionic strength, and temperature can result in such deviations.

Components of a Spectrophotometer

A typical photometer or spectrophotometer contains six basic components
in a single or double-beam configuration. These components include (1)
a stable source of radiant energy; (2) a filter that isolates a specific region
of the electromagnetic spectrum; (3) a sample holder; (4) a radiation detec-
tor; (5) a signal processor, and (6) a readout device. Each component of a
typical photometer is shown in Figure 4-5.

The following steps outline the function of each component in any
absorption-type photometer as it detects light and provides information
to the operator:

1. The light source provides the energy that the sample will modify or
attenuate by absorption. The light is polychromatic (i.e., all visible
wavelengths are present).

2. A wavelength selector or filter isolates a portion of the spectrum
emitted by the source and focuses it on the sample.

3. The sample in a suitable container (e.g., a cuvet) absorbs a fraction
of the incident light and transmits the remainder.

4. The light that passes through the cuvet and sample strikes the
cathode of a photodetector and generates an electrical signal.

5. The electrical signal is processed electronically (e.g., amplified,
digitized).

6. The processed signal is electronically coupled to the display
unit (e.g., light-emitting diode [LED], X-Y strip chart recorder,
meter).



A B C D E F G

Figure 4-5 Components of a single-beam spectrophotometer. A, Exciter lamp;
B, entrance slit; €, monochromator; D, exit slit; E, cuvet; F, photodetector;
G, light-emitting diode (LED) display.

Radiant Energy Sources

Radiant energy sources or lamps provide polychromatic light and must
generate sufficient radiant energy or power to measure the analyte of
interest. A regulated power supply is required to provide a stable and
constant source of voltage for the lamp. Radiant energy sources are of two
types: continuum and /ine. A continuum source emits radiation that changes
in intensity very slowly as a function of wavelength. Line sources emit a
limited number of discrete lines or bands of radiation, each of which spans
a limited range of wavelengths.

Continuum sources find wide applications in the laboratory. Examples
of continuum sources include tungsten, deuterium, and xenon. For testing
in the visible region of the EMS, tungsten or tungsten-halogen lamps are
widely used. The filament in the tungsten-halogen lamp is maintained at
a higher temperature than in the normal tungsten lamp. This takes advan-
tage of the Wien and Sefan relationship to provide a source with a
maximum wavelength near the center of the visible spectrum (whiter), and
with a greater energy output (brighter). Introducing a halogen gas into the
lamp envelope counteracts the problem of increased atom vaporization
from the high temperature filament.

The deuterium lamp is routinely used to provide UV radiation in
analytic spectrometers. The voltage applied is typically about 100 volts,
which gives the electrons enough energy to excite the deuterium atoms in
a low pressure gas to emit photons across the full UV range.

The strong atomic interaction in a high pressure xenon discharge lamp
produces a continuous source of radiation, which covers both the UV and
the visible range. The discharge light is normally pulsed for short periods
with a frequency that determines the average intensity of the light from
the source and also its lifetime.

In atomic emission line sources, electrons move between atomic energy
levels. If the atom is free of any interaction with other atoms, the amount
of energy liberated can be very precise, and all of the photons share a very
clearly defined wavelength. This is the characteristic sharp “line” emission
from an electronic discharge in a low pressure gas. Line sources that emit
a few discrete lines find wide use in atomic absorption, molecular, and
fluorescent spectroscopy. Mercury and sodium vapor lamps provide sharp
lines in the ultraviolet and visible regions and are used in several spectro-
photometers. For atomic absorption spectroscopy applications, the hollow
cathode lamp provides atomic emission from free metal atoms by using
the heat of a gaseous discharge (e.g., in neon) to vaporize metal atoms into
the discharge. Typically, each lamp is specific to a particular metal.
However, some lamps use two, three, or more metals, although the emis-
sion from each of these is reduced.

A laser source is very useful in analytic instrumentation because of its
high intensity and narrow bandwidth, and the coherent nature of its
outputs. Several specific uses of lasers include high resolution spectros-
copy, kinetic studies of processes with lifetimes in the range of 10” to
107" s, as light sources for nephelometers, and as ionization inducers in
the MALDI and SELDI mass spectrometric techniques (see later).

Wavelength Selectors

A critical component of all spectrometers is the device used to select the
appropriate wavelength. Several types of wavelength selectors are avail-
able, including filters, prisms, grating monochromators, and, recently,
holographic gratings. The quality of these selectors is described by their
nominal wavelengths, spectral bandwidths, and bandpass. Nomzinal wave-
length represents the wavelength in nanometers at peak transmittance.
Spectral bandwidth is the range of wavelengths above one-half peak
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Figure 4-6 Comparison of spectral characteristics of two types of filters: A, Inter-
ference filter; B, absorption filter. The spectral bandwidth of filter A is much less
than filter B and therefore allows fewer wavelengths of light through.

transmittance. It is sometimes called the half power point or full width at
half peak maximum (FWHM). The total range of wavelengths transmitted
is the bandpass. Figure 4-6 summarizes these characteristics of wavelength
selectors. This figure also summarizes the difference in wavelength selec-
tivity between interference (4, left) and absorbance filters (B, right) as we
now discuss.

Filters

An important component of the spectrophotometer is the wavelength
filter. Its purpose is to isolate monochromatic light, or at least as narrow
a range of wavelengths of light as possible, and direct it to the sample or
to the photodetector. Remember, the purpose of absorption spectroscopy
is to detect how much light is absorbed by the sample. This is a measure
of the absorbance of an analyte in a sample that is directly proportional to
concentration (see Beer’s law above). The percent transmittance is the ratio
of the amount of light transmitted through the sample to the amount of
light transmitted in the absence of the sample (e.g., buffer or solvent
without the sample). Theoretically, it should be possible to determine this
ratio without any filter at all. However, under these circumstances, most
of the light that enters the sample in the cuvet will not be absorbed, so
that, to determine absorbance, it would be necessary to measure a small
difference between two large numbers (i.e., the amount of light transmit-
ted in the absence [control] and the presence of the sample). Therefore,
to obviate this condition, it becomes necessary to filter out as much “extra-
neous” light as possible to enable accurate measurements of absorbance.

Two approaches may be taken to filtering light waves. The first is to
limit the wavelengths of light that enter the sample with appropriate filters,
so-called pre-sample filters. The second is to allow multiwavelength light
to pass through the sample and then to break up this light into its com-
ponent wavelengths using a high resolution prism, and focus each of these
component wavelengths on specific detectors, essentially one for each of
the component wavelengths. If a sample absorbs light at one wavelength,
then the ratio of the light transmittance of this wavelength of the sample
to that for the control can be used to compute the percent transmittance
and absorbance. This arrangement is termed post-sample filtering.

Pre-Sample Filters (Bender, 1987). Fundamentally, two types of these
filters are used: absorption and interference filters. Absorption filters
simply absorb regions of the electromagnetic spectrum and allow only a
limited domain of this spectrum to pass through to the sample cuvet. The
simplest sort of absorption filters consist of different forms of glass. One
form of glass allows transmission only of wavelengths of light greater than
400 nm, while a second form allows transmission only of wavelengths of
light less than 600 nm. If both glasses are arranged serially, they allow for
transmission of light of wavelengths of only between 400 and 600 nm, with
a peak at 500 nm. As a refinement of this approach, the older spectropho-
tometers utilize colored glass or transparent plastic materials. These colors
are arranged in a circle or wheel so that light of a relatively narrow range
of wavelengths is transmitted when each colored sector is in the light path.
For example, if light in the green portion of the visible spectrum is desired,
the wheel is turned so that the green filter is placed in the light path. The
spectral bandwidth of these absorption filters ranges from about 30-50 nm
(see Fig. 4-6).

This bandwidth is rather large but is adequate for determining
the concentration of compounds in solution; absorbance filters are less
adequate for scanning the absorption spectra of individual compounds
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and macromolecules or for accurately determining low concentrations
of molecules. To achieve the latter goals, it becomes necessary to use
interference filters.

In the simplest interference filter, light on the path to the sample cuvet
enters a magnesium fluoride chamber that is coated with micro-mirrors
on the interior. As shown in Figure 4-7, A4, light enters evenly spaced ports
or slits on the left. Only light that enters each slit can continue; the rest
is absorbed by the chamber. Light entering a slit, at an angle to the hori-
zontal, travels across the chamber and is reflected back to the opposite
wall. In Figure 4-7, A4, if the path length ab equals bc, and the path length
equals the desired wavelength of light, it can be shown from the theory of
optics that the light whose wavelength equals that of the path length or
integral multiples of this path length will undergo constructive interfer-
ence (i.e., the waves will add to one another exactly) with incoming light
at slits above it. For example, in Figure 4-7, 4, light of wavelength L = ab,
reflected from & to ¢, will be exactly in phase with light of wavelength L
or integral multiples of L, entering the slit at ¢; all other wavelengths will
destructively interfere with light entering slit ¢. The light is then reflected
again at ¢ to 4 and back again to e, where, again, it will add to (construc-
tively interfere with) only light waves of the same wavelength or integral
multiples of it. Eventually, only light at the desired wavelength will be
transmitted through the opposite wall at slits f'and 5.

It is important to note that, because integral multiples of the wave-
lengths of incident light will constructively interfere with transmitted light
in the chamber, more than one wavelength of light can be transmitted from
the chamber. The actual quantitative relationship between the wavelengths
(L) transmitted by the chamber, the angle of incidence, ¢, of the light
entering a slit, the refractive index, R, of MgF, (1.38), and the distance, 4,
across the chamber, is as follows:

ML = 2dRsin (g) (4-9A)

where M is any integer. Note that this equation predicts that for any given
distance, d, many wavelengths of integral multiples to the fundamental
wavelength where M = 1 can be transmitted. In practice, many of these
other wavelengths can be excluded by using such techniques as placing
appropriate glass filters in series with the interference chamber.

The above arrangement successfully transmits (close to) monochro-
matic light at a particular wavelength. However, it does not allow for
scanning of wavelengths to obtain the absorption spectra of different
samples. To accomplish this, another, similar arrangement is used. In this
case, however, advantage is taken of another principle from the theory of
optics—the principle of light diffraction. As shown in Figure 4-7, B, when
monochromatic light is allowed to enter two slits on one surface of a
chamber, very much like the one shown in Figure 4-7, A, except that there
is no material (MgF,) in the chamber, the two light waves interfere with
one another such that if a screen is placed on the opposite surface of the
chamber, discrete regions of light and dark bands will be seen (Bender,
1987). The light bands are from light waves that have added constructively
to one another and are transmitted; the dark bands result from destructive
interference of the light waves, and no light waves are transmitted. The
position of the bands and the distance between the bands depend on the
wavelength of light that enters the two apertures and on the angle of
incidence of both beams. Because, for a given angle of incidence, the posi-
tion of the light bands for transmitted monochromatic light depends exclu-
sively on the wavelength of light, if exit apertures are placed on the
opposite surface only where the light bands occur for light of a desired
wavelength, only light of that wavelength will be emitted from the chamber.
This effect can be enhanced by placing multiple entry apertures next to
one another in a sawtooth or grating pattern, such that adjacent apertures
are at a fixed distance, 4, from one another, as shown in Figure 4-7, B.

Now, polychromatic light is composed of multiple different monochro-
matic wavelengths of light. When polychromatic light is allowed to pass
through the two apertures, as in Figure 4-7, B, each of the wavelengths
will constructively and destructively interfere with itself, as described
earlier. Two different wavelengths of light will interfere only destructively
with one another unless they are integral multiples of one another, as
discussed in the case of the MgF, chamber described previously. This
allows us to “trap” the light of the desired wavelength by placing the exit
apertures where the light bands are known to occur on the opposite surface
for that monochromatic wavelength. A limiting factor for selecting truly
monochromatic light is the size of the aperture that can allow some “stray”
light from adjacent light bands for very close wavelengths to exit.

As with the MgF, interference chamber described previously, another
source of contaminating light can occur from light of wavelengths that
are integral multiples of the desired wavelength. The relationship that
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Figure 4-7 A, An interference MgF; filter. Light enters the filter at regularly spaced
apertures at the same angle of incidence at each aperture. Going from the bottom
of the figure, the light entering at a travels to b, where a mirror is reflecting it to
c. Path lengths ab = bc. If these, in turn, are equal to the desired wavelength (or
integral multiples of it), light of the desired wavelength arriving at c will be exactly
in phase with light from the light source of that wavelength, and this will result in
constructive interference. It will be out of phase with all other wavelengths and will
therefore destructively interact with them. This summation process takes place
multiple times until only light of the desired wavelength escapes through exit
apertures such as at f and h (after Bender, 1987). B, A diffraction filter. When light
enters multiple apertures, as in part A, each of which is equidistant from its two
neighbors, light of each of the wavelengths interferes both constructively and
destructively with itself, giving rise to light (yellow) and dark (blue) bands or fringes
that can be observed on a screen. The position and spacing of these bands depend
only on the wavelength and the angle of incidence. As shown in this figure, if
apertures are placed only at the points where light (yellow) fringes occur in the
figure, only light of a specific wavelength will pass through this exit aperture.



describes the wavelength as a function of the distance is similar to that for
the MgF, chamber, that is,

ML = dsin(q) (4-9B)

Here, however, 4 is the distance between two adjacent entry slits on
the near surface (toward the light source), not the distance across chamber
as with the MgF, chamber. Note that for a given distance, 4, and angle of
incidence, ¢, this equation has multiple solutions. For example, if the
desired wavelength is 800 nm, dsin(g) = 800. But this is for M =1, L =
800 nm. Another solution is M = 2, L. = 400 nm, and another M =3, L =
266.67 nm, etc. As discussed for the MgF, chamber, these other wave-
lengths can be filtered out by the use of appropriate glass or other filters.

Note that the system shown in Figure 4-7, B, allows for continuous
scanning of the absorption spectrum for any analyte. Wavelengths can be
continuously changed, most often using electronic devices, by changing
the position of the aperture on the exit side of the chamber or by changing
the angle of incidence of the entering light by altering the angle of the
near surface of the chamber. Filters that have this capacity are called
monochromators. Both interference systems in Figure 4-7 have spectral
bandwidths of approximately 1.5% of the wavelength at peak transmit-
tance, much lower than the absorption filters illustrated in Figure 4-6.

Post-Sample Filters. A different approach to obtaining monochromatic
light and an accurate determination of absorbance is simply to allow the
light to pass through the sample unfiltered. The light is then passed
through a prism, where it is broken into its constituent wavelengths. The
action of a prism depends on refraction of radiation by the prism material.
The dispersive power depends on the variation of the refractive index with
wavelength. A ray of radiation that enters a prism at an angle of incidence
is bent toward the normal (vertical to the prism face), and at the prism—air
interface, it is bent away from the vertical. As we describe in the section
on photomultipliers that follows, each wavelength is focused onto a pho-
todiode array such that each photodiode responds to only a specific set of
wavelengths. The amount of transmitted light in the presence of the
sample is compared with that in the absence of the sample. Photodiode
arrays are examples of devices that convert photon energy into electrical
currents in a system where photons excite the outer electrons in metal to
move in the so-called conduction band, generating a current.

Sample Containers (Cuvets)

Sample containers (i.e., cells or cuvets) are used to hold samples and must
be made of material that is transparent to radiation in the spectral region
of interest. In the ultraviolet region of the electromagnetic spectrum
(below 350 nm), cuvets are made from fused silica or quartz. Silicate glasses
can be used in the region between 350 and 2000 nm. Plastic containers
have also found application in the visible region. Generally, the path length
of cuvets is 1 cm, although much smaller path lengths are used in auto-
mated systems. However, to increase sensitivity, some cuvets are designed
to have path lengths of 10 cm, increasing the absorbance for a given solu-
tion by a factor of 10 (Beer’s law; Equation 4-7).

Many double-beam spectrophotometers are designed with two cuvet
holders: one for the sample and the other for the solvent. If two cuvets are
used, they should be optically matched for more accurate results. Matched
pairs of cuvets are obtainable from a manufacturer, but their optical per-
formance should be verified before use by measuring the absorbance of
identical solutions and comparing their values. One cell should then be
reserved for the sample solution, and the other for solvent. Cells should
be scrupulously cleaned before and after each use.

Photodetectors

It is necessary to determine how much light passes through the sample in
the cuvet. To accomplish this task, advantage is taken of the photoelectric
effect that forms the basis of the quantum theory. Photons of specific
wavelength excite the outer shell electrons of metals at their resonance
frequencies to high energy states in which they move through the so-called
“conduction band,” in which electrons move through the outer shells of
the metal, thereby causing a current. This current, the magnitude of which
is directly related to the intensity of the incident light, can then be detected
and digitized.

Photomultiplier Tubes (PMTs). Perhaps the most common type of
photon detector is the photomultiplier. Photomultiplier tubes are com-
monly used when radiant power is very low, which is characteristic of very
low analyte concentrations. The operating principle is similar to the pho-
totube with one significant difference. Some PMTs are designed to provide
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Figure 4-8 Schematic of a photomultiplier tube. In this diagram, a tenfold ampli-
fication of the initial signal is produced at the anode. (Redrawn from Simonson MG.
In Kaplan LA, Pesce AJ, editors. Nonisotopic alternatives to radioimmunoassay. New York:
Marcel Dekker; 1981.)

an amplified signal nearly one million times larger than their phototube
counterparts. This is accomplished by using multiple dynodes positioned
throughout the PMT. The response of the PMT begins when incoming
photons strike a photocathode. Electrons are ejected from the surface of
the photocathode. A PMT has several additional electrodes called dynodes,
each having a potential that is approximately 90 V higher than the previous
one. Upon striking a dynode, each photoelectron causes emission of
several additional electrons; these, in turn, are accelerated toward a second
dynode, which is 90 V more positive than the previous dynode, which
further amplifies the incident signal. This process, shown in Figure 4-8,
continues within the PMT until all electrons are collected at the anode,
where the resulting current is passed to an electronic amplifier.

Photomultiplier tubes are highly sensitive to ultraviolet and visible
radiation. They also have very fast response times. These tubes are limited
to measuring low power radiation because intense light causes irreversible
damage to the photoelectric surface.

Photovoltaic or Barrier Layer Cell. A variant method of detecting
photon-induced current is the photovoltaic cell. This is a basic phototrans-
ducer that is used for detecting and measuring radiation in the visible
region. This cell typically has a maximum sensitivity at about 550 nm and
the response falls off to about 10% of the maximum at 350 and 750 nm.
It consists of a flat copper or iron electrode upon which is deposited a layer
of semiconductor material, such as selenium. The outer surface of the
semiconductor is coated with a thin transparent metallic film of gold or
silver, which serves as the second or collector electrode. When radiation
of sufficient energy reaches the semiconductor, covalent bonds are broken,
with the result that conduction electrons and holes are formed. The elec-
trons migrate toward the metallic film and the holes toward the base upon
which the semiconductor is deposited. The liberated electrons are free to
migrate through the external circuit to interact with these holes. The result
is an electrical current of a magnitude that is proportional to the number
of photons that strike the semiconductor surface and a photocurrent that
is directly proportional to the intensity of the radiation that strikes the cells.

These types of photodetectors are rugged and low cost, and require no
external source of electrical energy. Low sensitivity and fatigue are two
distinct disadvantages of these cells. For routine analyses at optimum
wavelengths, these photocells provide reliable analytic data.

Vacuum Phototubes. A vacuum phototube has a semicylindrical cathode
and a wire anode sealed inside an evacuated transparent envelope. The
concave surface of the electrode supports a layer of photoemissive material
that tends to emit electrons when it is irradiated. When a potential is
applied across the electrode, the emitted electrons flow to the wire anode,
generating a photocurrent that is generally about one-tenth as great as the
photocurrent associated with photovoltaic cells for a given radiant inten-
sity. The number of electrons ejected from a photoemissive surface is
directly proportional to the radiant power of the beam that strikes the
surface. All of the electrons are collected at the anode. Several types of
photoemissive surfaces are used in commercial phototubes. These include
(1) highly sensitive bi-alkali materials made up of potassium, cesium, and
antimony, (2) red sensitive material using multialkalis, for example, Na/K/
Cs/Sb, (3) ultraviolet sensitive with UV transparent windows, and (4) flat
response-type substances using Ga/As compositions.

Silicon Diode Transducers. Silicon diode transducers are more sensitive
than vacuum phototubes but less sensitive than the PMTs described above.
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Photodiodes have spectral ranges from about 190-1100 nm. These devices
contain positively (p) and negatively (n) charged semiconductive materials
adjoining one another embedded on a silicon chip. A power supply is
attached to this arrangement so that its positive pole connects to the 7-
type, and its negative pole to the p-type material. This arrangement results
in a depletion layer that reduces the conductance of the junction to nearly
zero. If radiation is allowed to impinge on the chip, holes and electrons
formed in the depletion layer are swept through the device to produce a
current that is proportional to radiant power (Skoog, 1998). This process
is shown in Figure 4-9.

Multichannel Photon Transducers. In the discussion of post-sample
filters, it was noted that unfiltered light emerging from the sample could
be broken up into its constituent wavelengths using prisms; these different
wavelengths are then directed to electronic detectors such that the inten-
sity of light of each of the constituent wavelengths can be quantitated.
Here, we describe some of these multiwavelength photodetectors.

A multichannel transducer consists of an array of small photoelectric-
sensitive elements arranged linearly or in a two-dimensional pattern on a
single semiconductor chip. The chip, which is usually silicon and typically
has dimensions of a few millimeters on a side, also contains electronic
circuitry that makes it possible to determine the electrical output signal
from each of the photosensitive elements sequentially or simultaneously.
The alignment of a multichannel transducer is generally in the focal plane
of a spectrometer, so that various elements of the dispersed spectrum can
be converted and measured simultaneously. Several types of multichannel
transducers currently are used; they may include (1) photodiode arrays
(PDAs), (2) charge-injection devices (CIDs), and (3) charge-coupled
devices (CCDs).

Photodiode Arrays. By using the modern fabrication techniques of
microelectronics, it is now possible to produce a linear (one-dimensional)
array of several hundred photodiodes set side-by-side on a single inte-
grated circuit (IC), or “chip” (Fig. 4-10). Each diode is capable of recording
the intensity at one point along the line, and together they provide a linear
profile of the light variation along the array.

A multiplex method is used to sort all of the signals received from the
PDA. Tt records each signal individually, and then feeds the signals sequen-
tially to a single amplifier. The output of the PDA is a histogram profile,
along the array, of the charge leaked by each photodiode. This mirrors the
variation of light intensity across the array. Thus, the PDA detection
occurs in three main stages:

1. initialization

2. accumulation of charge at each pixel-integration time

3. read-out signals

In comparison with the PMT, the PDA has a lower dynamic range and
higher noise. It is most useful as a simultaneous multichannel detector
(Skoog, 1998).

Charge-Transfer Devices. Recent developments in solid-state detection
techniques have now produced very effective two-dimensional array detec-
tors that operate on a charge-transfer process, as an alternative to
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Figure 4-9 Schematic of a semiconductor photodiode used as a detector in many
spectrometers.
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photodiodes. The term “charge-transfer device” (CTD) is a generic term
that describes a detection system in which a photon, striking the IC semi-
conductor material, releases electrons from their bound state into a mobile
state. The released charge, consisting of negative electrons and positive
holes, then drifts to, and accumulates at, surface electrodes. An array of
these surface electrodes divides the detector into separate, light-sensitive
“pixels.” The charge that accumulated at each electrode is proportional to
the integrated light intensity falling on that particular pixel.

Two distinct classes of CTDs are known: charge-injection devices
(CIDs) and charge-coupled devices (CCDs). In a CCD, all of the charge
packets are moved “in-step” along the array row from one pixel to the next,
as in a “bucket chain.” At the end of the row, the charge packets are fed
sequentially into an on-chip low noise amplifier, which then converts the
charge into a voltage signal. The overall signal profile across the two-
dimensional array is recorded one row at a time, thus giving a series of
voltage signals corresponding to all of the pixels in the detection area.

In a CID, the charge accumulated in each pixel can be measured inde-
pendently and nondestructively by using a network of “sensing” electrodes,
which can monitor the presence of the accumulated charge. This is an
important factor that differentiates CID systems from CCD and PDA
systems, in which the whole of the detection area is “read” destructively
in a single process.

Signal Processors and Readout

The processing of an electrical signal received from a transducer is accom-
plished by a device that amplifies, rectifies AC to DC (or the reverse), alters
the phase of the signal, and filters it to remove unwanted components. In
addition, the signal processor may need to perform mathematical opera-
tions on the signal such as differential calculations, integration, or conver-
sion to a logarithm. Several readout devices have been used and include
digital meters, d’Arsonval meters, recorders, light-emitting diodes (LEDs),
cathode-ray tubes (CRT5), and liquid crystal displays (LCDs).

Quality Assurance in Spectrophotometry

Several photometric parameters must be monitored periodically by users.
Monitoring these parameters is recommended by most regulatory agencies
and accrediting organizations. The parameters routinely monitored
include the following:

¢ wavelength or photometric accuracy

¢ absorbance check

® linearity

® stray light

Accuracy is the closeness of a measurement to its true value. Wave-
length accuracy implies that a photometer is measuring at the wavelength
that it is set to. Photometric accuracy can be assessed easily using special
glass-type optical filters. Two examples of commonly used filters include
didymium and holmium oxide. Didymium glass has a broad absorption
peak around 600 nm, and holmium oxide has multiple absorption peaks
with a sharp peak occurring at 360 nm.

An absorbance check is performed using glass filters or solutions that
have known absorbance values for a specific wavelength. The operator
simply measures the absorbance of each solution at a specified wavelength
and compares the results with the stated values. Each user should establish
a tolerance for the measurements based on accepted criteria.

Figure 4-10 Photodiode array. A, Lamp; B, lens; C, shutter; D, cell; E, lens;
F, slit; G, grating; H, photodiode array.



Linearity is defined as the ability of a photometric system to yield a
linear relationship between the radiant power incident upon its detector
and the concentration (i.e., Beer’s law). The linearity of a spectrometer can
be determined using optical filters or solutions that have known absor-
bance values for a given wavelength. Linearity measurements should be
evaluated for both slope and intercept.

Stray light is described as any light that impinges upon the detector
that does not originate from a polychromatic light source. Stray light can
have a significant impact on any measurement made. Stray light effect can
be evaluated by using special cutoff filters.

Types of Photometric Instruments

Several instrument designs and configurations may be used for absorption
photometry. Each has unique terminology associated with its design. The
terminology is not universal among users but is presented here as a guide.
A spectroscope is an optical instrument used for visual identification of
atomic emission lines. It has a monochromator, usually a prism or diffrac-
tion grating, in which the exit slit is replaced by an eyepiece that can be
moved along the focal plane. The wavelength of an emission line can then
be determined from the angle between the incident and dispersed beam
when the line is centered on the eyepiece.

A colorimeter uses the human eye as the detector. The user compares
the observed color of the unknown sample against a standard or a series
of colored standards of known concentrations. Photometers consist of a light
source, a filter, and a photoelectric transducer as well as a signal processor
and readout. Some manufacturers use the term colorimeter or photoelec-
tric colorimeters for photometers. These photometers use filters for isola-
tion of specific wavelengths—not gratings or prisms.

A spectrometer is an instrument that provides information about the
intensity of radiation as a function of wavelength or frequency. Spectro-
photometers are spectrometers equipped with one or more exit slits and
photoelectron transducers that permit determination of the ratio of the
power of two beams as a function of wavelength, as in absorption spec-
troscopy. Most spectrophotometers use a grating monochromator to break
up the light into a spectrum, as discussed earlier in the section on pre-
sample filters.

Single-beam spectrophotometers are the simplest types of absorption
spectrometers. These instruments are designed to make one measurement
at a time at one specified wavelength. The absorption maximum of the
analyte must be known in advance when a single-beam instrument is used.
The wavelength is then set to this value. The reference material (solvent
blank) is transferred into a suitable cuvet and is placed in the path of the
monochromatic light. The spectrometer is adjusted to read 0% T when a
shutter is placed, so as to block all radiation from the detector, and to read
100%T when the shutter is removed. After these adjustments have been
made, the sample is placed in the light path, the absorbance is measured,
and the concentration is determined using calculations based on Beer’s law
or by constructing a calibration curve for the analyte.

A double-beam spectrophotometer splits or chops the monochromatic
beam of radiation into two components. One beam passes through the
sample, and the other through a reference solution or blank. In this design,
the radiant power in the reference beam varies with the source energy,
monochromator transmission, reference material transmission, and detec-
tor response, making the difference between the sample and the reference
beam largely a function of the sample. The output of the reference beam
can be kept constant, and the absorbance of the sample can be recorded
directly as the electrical output of the sample beam.

Two fundamental instrument designs are used for double-beam spec-
trophotometers: (1) double beam in space and (2) double beam in time. A
double beam in space design uses two photodetectors: one for the sample
beam and the other for the reference beam. The two signals generated are
directed to a differential amplifier, which then passes on the difference
between the signals to the readout device. A schematic of the double beam
in space system is shown in Figure 4-11.

A double beam in time instrument uses one photodetector and alter-
nately passes the monochromatic radiation through the sample cuvet and
then to the reference cuvet using a chopper. A chopper is the term used for
a device such as a rotating sector mirror that breaks up or rotates radiation
beams. Each beam, consisting of a pulse of radiation separated in time by
a dark interval, is then directed onto an appropriate detector. A schematic
of the double-beam in time system is shown in Figure 4-12.

A scanning double-beam system includes a double-beam spectropho-
tometer and a recorder that can provide an X-Y plot of absorbance versus
wavelength for a given test sample. This type of configuration is ideal
for determining the wavelength spectrum of an analyte in solution. The
spectrophotometer has an automatically driven wavelength cam that can
rotate at a predetermined speed. The recorder can be calibrated to the
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Figure 4-11 Double beam in space design of spectrophotometer. A, Exciter lamp;
B, mirror; C, entrance slits; D, monochromators; E, exit slits; F, cuvets; G, photo-
detectors; H, light-emitting diode (LED).
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Figure 4-12 Double beam in time design of spectrophotometer.
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wavelength of the monochromator to facilitate the identification of each
peak maxima.

REFLECTOMETRY

Measurement of analytes in biologic fluids using reflectometry has been
used for decades. Two clinical applications include urine dipstick analysis
and dry slide chemical analysis. The instruments used for these applica-
tions include a reflectometer. A reflectometer is a filter photometer that
measures the quantity of light reflected by a liquid sample that has been
dispensed onto a grainy or fibrous solid support.

Two types of reflectance are known: (1) specular, and (2) diffuse.
Specular reflectance occurs on a polished surface where the angle of
incidence of the radiant energy is equal to the angle of reflection. Polished
surfaces, for example, a mirror, may be used to direct and manage radiant
energy but are not used to determine concentration. Diffuse reflectance
occurs on nonpolished surfaces (i.e., a grainy or fibrous surface), as noted
earlier. The reflected radiant energy tends to go in many directions.
Diffuse reflection occurs within the layers and depends on the properties
and characteristics of the layers themselves. A colored substance absorbs
the wavelength of its color and reflects all other wavelengths at many
different angles. Therefore the amount of a substance present can be
measured as an indirect function of the reflected light.

A typical reflectometer used in a clinical laboratory detects only a
constant fraction of the diffuse reflected light. Thus the reflectance of a
sample is represented by the following:

’
Rittaction of diffuse reflectance of sample)

(4-10A)

R (diffuse reflectance) = 75
R(fmﬁ(m of diffuse reflectance of a standard)

The amount of light reflected by a solution dispensed onto a white
granular or grainy surface is inversely related to the concentration of the
sample, as given by the following:

Rsample - Rblack
Rwhi te

(4-10B)
Rstandard

Rioniy = —1og(

where:
Riensivy 1s the corrected reflectance density of the sample
Rimpie is the measured reflectance of the sample
Ry 1s the reflectance of a black reference
Ryhie is the reflectance of a white reference
Riandara 15 the reflectance of a standard solution.

The ideal reflectance value of a pure white standard of ceramic material
is one (i.e., all light is reflected), and conversely, the ideal reflectance value
of pure black material is zero (i.e., all light is absorbed).

The relationship of percent reflectance and concentration of an analyte
is nonlinear. Several algorithms have been developed for linearizing this
relationship. The specific algorithm used depends upon the reflection
characteristics of the composition material of the pad or film, the nature
of the illumination, and the geometry of the instrument.

Reflectometers

The components of a reflectometer are very similar to those of a photom-
eter, as shown in Figure 4-13. A tungsten—quartz halide lamp serves as a
source of polychromatic radiation. A monochromator (e.g., stationary filter
or filter wheel for multiple analytes) is used to isolate the wavelength of
interest. Next, the monochromatic light passes through a slit and is
directed onto the surface of a urine dipstick pad or dry slide, depending
upon the instrumentation used. Solid-state photodiodes are typically used
to detect reflected radiant energy. Special optical devices, for example,
fiberoptics or ellipsoidal mirrors, may be used to direct radiant energy onto
the detector. A computer or microprocessor is used to convert nonlinear
reflectance signals into direct readout concentration units.

MOLECULAR LUMINESCENCE
SPECTROSCOPY (FLUOROMETRY)

Principle

Luminescence is based on an energy exchange process that occurs when
certain compounds absorb electromagnetic radiation, become excited, and
return to an energy level lower than or equal to their original level. Because
some energy is lost before emission from the excited state by collision with
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Figure 4-13 Components in a typical reflectometer used to measure analytes on
urine dipstick. The different colored blocks represent different tests performed in
urinalysis; the blue represents the quantitation of analyte using reflectance (i.e., the
reflectance of light focused on the sample and reflected at an angle [yellow beam],
where it is detected).

the solvent or other molecules, the wavelength of the emitted light is
longer than that of the exciting light. Most uncharged molecules contain
even numbers of electrons in the ground state. These electrons fill molecu-
lar orbits in pairs with their spins in opposite directions. No electron
energies can be detected by application of a magnetic field to such spin
patterns, and this electronic state is called the singlet state. Similarly, if an
electron becomes excited by electromagnetic radiation and its spin remains
paired with the ground state, this creates a singlet excited state. The life-
time of the excited state is the average length of time the molecule remains
excited before emission of light. For a singlet excited state, the lifetime of
the excited state is on the order of 107 to 107 s. The light emission from
a singlet excited state is called fluorescence. When the spins of the electrons
in the excited state are unpaired, the electron energy levels will be split if
a magnetic field is applied, and this electronic state is called a triplet state.
Triplet state lifetimes range from 107 to 10 s (Willard, 1988). Light emis-
sion from an excited triplet state is called phosphorescence.

Luminescence is widely used because of its high sensitivity—the signal/
noise ratio is very high, because light is measured against a nearly dark
background. High specificity is a function of using two spectra, the excita-
tion and emission spectra, and the possibility of measuring the lifetime of
the fluorescent state. Two compounds that are excited at the same wave-
length but emit at different wavelengths are readily differentiated with this
technique.

Components of Fluorometers and
Spectrophotofluorometers

Instruments designed for fluorescence measurement have the following
basic components: a light source, an excitation (primary) monochromator,
a cuvet, an emission (secondary) monochromator, and a photodetector
(Fig. 4-14). The exciter lamp is a high-intensity light source such as a
mercury vapor lamp or a xenon arc lamp. Simple instruments use mercury
vapor lamps that do not require any special power supply. Mercury vapor
lamps produce discrete and intense resonance lines that are not ideal for
compounds with absorption bands at wavelengths not coinciding with
these emission bands. For such compounds, xenon arc lamps producing an
intense continuous spectrum between 300 and 1300 nm are appropriate.
These lamps are used in nearly all commercial spectrophotofluorometers.
In fluorescence measurements, the emitted light is detected at a right angle
to the incident light to eliminate potential interference by the excitation
signal. Phototubes or photomultiplier tubes (PMTs) are required for fluo-
rescence measurements because the signals are generally of low intensity.
Newer fluorometers on the market today use diode array and CTDs,
which allow the rapid recording of both excitation and emission spectra
and are particularly useful in chromatography and electrophoresis.
Time-resolved fluorescence assays minimize problems inherent in other
fluorescent assays such as overlapping excitation or emission spectra of
compounds present in the sample with the fluorophore. The label most
commonly used is a chelate of europium (Eu™). Energy is absorbed by the
organic ligand, leading to an excited state as the electrons migrate from
the ground state singlet to the excited singlet state. The excitation may
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Figure 4-14 Components of a fluorometer. (From Bishop ML, Duben-Engelkirk L,
Fody EP. Clinical chemistry: principles, procedures, correlations. Philadelphia: |B
Lippincott Company; 1992, with permission.)

lead to any vibrational multiplet of the excited state S;. The molecule
rapidly returns to the lowest energy levels in S; by a nonradiative process.
The energy is transferred to the metal ion, which becomes excited and
subsequently emits characteristic radiation. The radiative transition of
excited Eu’* after an energy transfer from triplet state results in an emission
wavelength of 613 nm. The fluorescence lifetime of Eu** chelate is 10-
1000 us compared with nanoseconds for the most commonly used fluoro-
phore. Therefore, Eu’* with its longer emission lifetime makes it more
attractive to use over a fluorophore like fluorescein with a lifetime of
4.5 ns. Time-resolved fluorescence instruments are similar to a typical
fluorometer, except that time-resolved fluorometers use a time-gated
measure on only a portion of the total emission spectra.

Chemiluminescence applications have increased dramatically owing to
the increased sensitivity over fluorescence. (In chemiluminescence, the
light signal is measured against a completely dark background because no
excitation light is required.) The primary application has been in the area
of immunoassays where several chemiluminescence compounds have been
used as antigen labels. Chemiluminescence differs from fluorescence and
phosphorescence in that the emission of light is created from a chemical
or electrochemical reaction, and not from absorption of electromagnetic
energy. The chemical reaction yields an electronically excited compound
that emits light as it returns to its ground state, or that transfers its energy
to another compound, which then produces emission. Chemiluminescence
involves the oxidation of an organic compound (e.g., dioxetane, luminol,
acridinium ester) by an oxidant (hydrogen peroxide, hypochlorite, or
oxygen). These oxidation reactions may occur in the presence of catalysts,
such as enzymes (alkaline phosphatase, horseradish peroxidase, or micro-
peroxidase), metal ions (Cu’* or Fe** phthalocyanine complex), and hemin.
The excited products formed in the oxidation reaction produce chemilu-
minescence on return to the singlet state. A luminometer is used to detect
chemiluminescence; it contains a PMT that provides a very strong electri-
cal output signal. A typical signal from a chemiluminescent compound rises
rapidly with time and reaches a maximum when reagent and analyte are
completely mixed. An exponential decay of the signal follows until baseline
is reached.

NEPHELOMETRY AND TURBIDIMETRY

Nephelometry and turbidimetry are used to measure the concentrations
of large particles (such as antigen—antibody complexes, prealbumin, and
other serum proteins) that because of their size cannot be measured by
absorption spectroscopy. Nephelometry detects light that is scattered at
various angles; scattered light yields a small signal that must be amplified.
In contrast, turbidimetry measures a reduction in light transmission due
to particle formation; thus, it detects a small decrease in a large signal
(Fig. 4-15).
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spectrophotometer
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Cuvette
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ﬂ Detector
forward light scatter
Detector, nephelometry

90° light scatter
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Figure 4-15 Optical arrangements of nephelometry and turbidimetry. Note that
nephelometry detects (right-angle or forward) scattered light, and turbidimetry
measures a reduction of light transmitted in the forward direction. (Modified from
Bishop ML, Duben-Engelkirk JL, Fody EP. Clinical chemistry: principles, procedures,
correlations. Philadelphia: |B Lippincott Company; 1992, with permission.)

Principle

Nephelometry and turbidimetry are based on the scattering of radiation
by particles in suspension. When a collimated light beam strikes a particle
in suspension, portions of the light are absorbed, reflected, scattered, and
transmitted. Nephelometry is the measurement of the light scattered by a
particulate solution. Three types of light scatters occur according to the
relative size of the light wavelength (Gauldie, 1981). If the wavelength (&)
of light is much larger than the diameter (d) of the particle (4 < 0.1%), the
light scatter is symmetrical around the particle. Minimum light scatter
occurs at 90 degrees to the incident beam and was described by Rayleigh
(Rayleigh, 1885). If the wavelength of light is much smaller than the par-
ticle diameter (d > 0.11), then the light scatters forward owing to destruc-
tive out-of-phase backscatter, as described by the Mie theory. If the
wavelength of light is approximately the same as the particle size, more
light scatters in the forward direction than in other directions, as defined
by the Rayleigh-Debye theory. A common application of nephelometry is
the measurement of antigen—antibody reactions. Because most antigen—
antibody complexes have a diameter of 250-1500 nm, and the wavelengths
used are 320-650 nm, light is scattered forward (Rayleigh—-Debye type).

Nephelometer

A typical nephelometer consists of a light source, a collimator, a mono-
chromator, a sample cuvet, a stray light trap, and a photodetector. Light
scattered by particles is measured at an angle, typically 15-90 degrees to
the beam incident on the cuvet (see Fig. 4-15). Light scattering depends
on the wavelength of incident light and particle size. For macromolecules
with size close to or larger than the light wavelength, measurement of
forward light scatter increases the sensitivity of nephelometry. Light
sources include a mercury-arc lamp, a tungsten—filament lamp, a light-
emitting diode, and a laser.

Lasers produce stable, nearly ideal monochromatic light of narrow
bandwidth and emit radiant energy that is coherent, parallel, and polar-
ized. A laser beam can be maintained as a very slim cylinder only a few
micrometers in cross-section. A typical helium-neon laser lamp consists
of a helium-pumping electrode (cathode) and a hollow glass laser core
surrounded by a laser plasma tube (anode). Both the plasma tube and the
core are filled with free helium and neon gases. The electrical discharge
between the cathode and the anode is confined to the hollow glass core
to keep it concentrated for maximum energy transfer. Two mirrors are
positioned at the ends of the laser tube. One of them is fully reflective,
and the other partially transparent. When the electrode is charged, the
helium atoms are excited to a higher energy state and then transfer this
energy to the neon atoms by collision. In turn, the excited neon atoms
emit photons. Photons bounce back and forth between the two end
mirrors, stimulating other atoms to emit additional photons, resulting in
an amplification process. The amplified light eventually emerges as a laser
beam through the partially transparent mirror. With the high intensity
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monochromatic beam, a substantial increase in sensitivity has been seen
with lasers over conventional light sources. Disadvantages of laser sources
include cost, safety and cooling requirements, and limited availability of
wavelengths.

Turbidimetry

The measurement of the reduction in light transmission caused by particle
formation is termed turbidimetry. Light transmitted in the forward direc-
tion is detected. The amount of light absorbed by a suspension of particles
depends on the specimen concentration and on the particle size. Solutions
requiring quantitation by turbidimetry are measured using visible photom-
eters or visible spectrophotometers. Higher sensitivity has been achieved
using photodetectors that can detect small changes in photon signals.
Sensitivity comparable with nephelometry can be attained using low wave-
lengths and high quality spectrophotometers. Many clinical applications
exist for turbidimetry. Various microbiology analyzers measure turbidity
of samples to detect bacterial growth in broth cultures. Turbidimetry is
routinely used to measure the antibiotic sensitivities from such cultures.
In coagulation analyzers, turbidimetric measurements detect clot forma-
tion in the sample cuvets. Turbidimetric assays have long been available in
clinical chemistry to quantify protein concentration in biologic fluids, such
as urine and cerebrospinal fluid (CSF).

REFRACTOMETRY

Refractometry is based on light refraction. When light passes from one
medium into another, the light beam changes its direction at the boundary
surface if its speed in the second medium is different from that in the first.
The angle created by the bending of the light is called the critical angle.
The ability of a substance to bend light s called refractivity. The refractivity
of a liquid depends on the wavelength of the incident light, the tempera-
ture, the nature of the liquid medium, and the concentration of the solute
dissolved in the medium. If the first three factors are held constant, the
refractivity of a solution is an indirect measurement of total solute con-
centration. Refractometry can be used to measure protein concentration,
specific gravity of urine, and column effluent of high-performance liquid
chromatography analysis.

OSMOMETRY

Osmometry is the measurement of the osmolality of an aqueous solution
such as serum, plasma, or urine. As osmotically active particles (e.g.,
glucose, urea nitrogen, sodium) are added to a solution, causing its osmo-
lality to increase, four other properties of the solution are also affected.
These properties are osmotic pressure, boiling point, freezing point, and
vapor pressure. They are called colligative properties of the solution
because they can be related to each other and to the osmolality. As the
osmolality of a solution increases, (1) the osmotic pressure increases,
(2) the boiling point is elevated, (3) the freezing point is depressed, and
(4) the vapor pressure is depressed. Osmometry is based on measuring
changes in the colligative properties of solutions that occur owing to
variations in particle concentration. Freezing-point depression osmometry
is the most commonly used method for measuring the changes in colliga-
tive properties of a solution. It is based on the principle that addition of
solute molecules lowers the temperature at which a solution freezes.

Principle of Freezing-Point Osmometry

The freezing point is the temperature at which water and ice are in
equilibrium and is related to solute concentration. It is described by the
following equation:

pr = Kf m (4_1 1)

where:
p T = the change in freezing—point temperature

K¢ = the freezing point constant of the solvent

m = the molality

A 1.0 mOsm/kg solution has a freezing point depression of
0.00186° C when compared with pure solvent (usually water). Thus blood
plasma, with an osmolality of about 285 mOsm/kg, has a freezing point of
about —0.53° C.

Freezing-Point Osmometer

A freezing-point osmometer consists of a sample chamber containing a
stirrer and a thermistor (temperature-sensing device) connected to a
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readout device. The sample is rapidly supercooled to several degrees below
its freezing point in a refrigeration chamber containing, for example,
ethylene glycol. The sample is then agitated with the stirrer to initiate
freezing. As ice crystals form, heat is released from the solution; this raises
the temperature of the sample. The rate at which this heat of fusion is
released from the ice being rapidly formed reaches equilibrium with the
rate of heat removed by the colder temperature of the sample chamber.
This equilibrium temperature, known as the freezing point of the solution,
stays constant for several minutes once it is reached. This freezing point
is detected by the thermistor, and the osmolality of the sample is converted
to units of milliosmoles per kilogram of water.

FLOW CYTOMETRY

A flow cytometer measures multiple properties of cells suspended in a
moving fluid medium. As each particle passes single-file through a laser
light source, it produces a characteristic light pattern that is measured
by multiple detectors for scattered light (forward and 90 degrees) and
fluorescent light (if the cell is stained with a fluorochrome). Flow cytom-
etry is used to count and sort cells, as well as viral particles, DNA
fragments, bacteria, and latex beads. It is a core component of
hematology cell counters and the technology used to differentiate white
blood cells.

In flow cytometry, the term particle describes any object flowing
through the instrument. An evenr is anything that is interpreted by
the instrument to be a single particle. An event may be determined
correctly or incorrectly by a flow cytometer. Methods have been devel-
oped to compensate for measurement of unwanted events. An example is
the correction for measuring the simultaneous passing of two particles.
Particles must be in suspension as single cells to be analyzed. If not,
they can be made suitable for flow cytometry by the use of mechanical
disruption or enzymatic digestion. Size restrictions also apply; cells or
particles must be from 1-30 pum in diameter. Specialized flow cytometers
are designed to handle smaller particles such as DNA fragments
or bacteria.

Instrument Components

The system shown in Figure 4-16 has all of the design features of a flow
cytometer with cell sorting capabilities. The cell suspension aliquots are
introduced into the flow chamber using air pressure. As cells pass through
the flow chamber, a low-pressure sheath fluid surrounds them. This outer
fluid stream creates a laminar flow forcing the specimen to the center, and
results in a single-file alignment of the individual cells. This process is
called hydrodynamic focusing. A laser beam passes through each cell as it
flows through the chamber. Forward light scatter is proportional to cell
size, and 90-degree or right-angle scatter is related to cell granularity and
nuclear irregularity. If the cells are labeled with appropriate fluorochromes,
fluorescent signals proportional to the amount of bound label can be
measured. Green fluorescence usually means that the dye fluorescein was
used as a marker; red fluorescence usually means that a dye such as phy-
coerythrin was used as the contrasting marker. These dyes are usually
attached to antibodies to specifically target selective antigens on cells or
particles.

Forward light scatter is directed to the forward scatter photodetector.
At right angles to the laser beam are mirrors that divide the right-angle
light scatter among the remaining photodetectors (e.g., a right-angle
scatter detector and two fluorescence detectors). Across the forward lens
is an obscuration bar that blocks the laser beam after it passes through the
stream. Only light from the laser that has been refracted or scattered as it
strikes a particle in the stream is diverted enough from its original direction
to avoid the obscuration bar and strike the forward positioned lens and the
photodiode behind it. Granulocytes, monocytes, and lymphocytes are
separated on the basis of size and granularity patterns, as determined by
simultaneously analyzing forward and right-angle light scatter. For
example, granulocytes with irregular nuclei scatter more light to the side
than do lymphocytes with their spherical nuclei. Cell subpopulations can
be identified by using electronic gating and analyzing fluorescence patterns
(based on labels used for specific cells).

FACS, an acronym for fluorescence-activated cell sorter; describes the
ability of a flow cytometer to physically sort cells in a liquid suspension.
To do so, the instrument design has to be modified to electrically charge
cells of interest. This is done by first vibrating the sheath stream to break
it into drops. The stream of drops flows past two charge (high-voltage)
plates where cells of interest are electrically charged with a voltage pulse.
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Then the flow stream enters an electrical field where charged cells are
deflected into suitable collection containers. Unwanted cells are not
charged and are not deflected upon passing through the field.

ELECTROCHEMISTRY

Electrochemistry involves measurement of the current or voltage gener-
ated by the activity of specific ions. Analytic techniques include potenti-
ometry, coulometry, voltammetry, and amperometry.

Potentiometry

The measurement of potential (voltage) between two electrodes in a solu-
tion forms the basis for a variety of procedures for measuring analyte
concentration. Electrical potentials are produced at the interface between
a metal and ions of that metal in a solution. Such potentials also exist when
a membrane semipermeable to that ion separates different concentrations
of an ion. To measure the electrode potential, a constant-voltage source is

needed as the reference potential. The electrode with a constant voltage
is called the reference electrode, whereas the measuring electrode is
termed the indicator electrode. Concentration of ions in a solution can be
calculated from the measured potential difference between the two elec-
trodes. The measured cell potential is related to the molar concentration
by the Nernst equation:

E=E°—RT/nFIna.q/aw = E° —2.302RT[nF10g t:eq | 0y (4-12)

where:
E = the cell potential measured
E° = the standard reduction potential
7 = the number of electrons involved in the reaction
g = activity of the reduced species
a,, = activity of the oxidized species
F = faraday (96,485 C/mol)
T = absolute temperature
R = molar gas constant
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Substituting molar concentration for activity and common logarithm
for natural log:

E = E° —(0.0592/2)10g Creq /Cox (4-13)

where:

C..q = concentration of reduced species

C,, = concentration of oxidized species

The Nernst equation is useful for predicting the electrochemical cell
potential given the concentrations of oxidized and reduced species for a
given electrode system.

Reference Electrodes

In many electroanalytic applications (e.g., measuring pH), it is desirable
that the half-cell potential of one electrode be known, constant, and
completely insensitive to the composition of the solution under study.
An electrode that fits this description is called a reference electrode.

An ideal reference electrode should (1) conform to the Nernst equation,
(2) exhibit a potential that is constant with time, (3) return to its original
potential after being subjected to small currents, and (4) exhibit little
hysteresis (i.e., lags with temperature cycling). The standard hydrogen
electrode (SHE) exhibits many of these qualities but is not practical to use
in clinical laboratory instrumentation. Thus, the calomel and silver/silver
chloride reference electrodes are widely used for clinical measurements.

The calomel electrode (saturated calomel electrode [SCE]) consists of
mercury in contact with a solution that is saturated with mercury (I) chlo-
ride (calomel) and that also contains a known concentration of potassium
chloride. The silver/silver chloride electrode consists of a silver electrode
immersed in a solution of potassium chloride that has been saturated with
silver chloride. Silver/silver chloride electrodes have the advantage in that
they can be used at temperatures greater than 60° C, whereas calomel
electrodes cannot. On the other hand, mercury (IT) ions react with fewer
sample components than do silver ions (which can react with proteins, for
example); such reactions can lead to plugging of the junction between the
electrode and the analyte solution.

lon-Selective Electrode

An ion-selective electrode (ISE) is an electrochemical transducer capable
of responding to one specific ion. An ISE is very sensitive and selective for
the ion it measures. It consists of a membrane or other barrier separating
a reference solution and a reference electrode from the solution to be
analyzed. The complexity of ion-selective electrode design depends on the
membrane/barrier composition that determines its ionic selectivity. Many
types of ISEs are available, including glass electrodes, liquid membrane
electrodes, precipitate-impregnated membrane electrodes, solid-state elec-
trodes, gas electrodes, and enzyme electrodes.

pH Electrode

Glass electrodes were the first and are still the most common electrodes
for measuring hydrogen ion activity (pH or negative log of the hydrogen
ion concentration). A pH electrode consists of a small bulb made of layers
of hydrated and nonhydrated glass, which contains a chloride ion buffer
solution. The buffer has a known hydrogen ion concentration. An internal
electrode, usually silver/silver chloride, serves as an internal reference
electrode. A saturated calomel electrode is used as an external reference
electrode. One theory suggests that the sodium ions in the hydrated glass
layer drift out. Sodium ions have a large ionic radius. Specimens containing
hydrogen ions, which have a smaller ionic radius, replace the sodium ions.
The result is a net increase in the external membrane potential. This
potential propagates through the thin, dry membrane to the inner hydrated
surface of the glass. Chloride ions in the inner buffer solution respond by
migrating to the internal glass layer. Potentials generated at the pH elec-
trode are referenced to the external reference electrode (saturated calomel),
and the difference or change is displayed as pH units.

pCO; Electrode

The pCO; electrode is a pH electrode contained within a plastic jacket.
This plastic jacket is filled with a sodium bicarbonate buffer and has a
gas-permeable membrane (Teflon or silicone) across its opening. When
whole blood containing dissolved carbon dioxide (CO,) contacts the Teflon
membrane, CO, from the blood passes through and mixes with the buffer.
The equilibrium reaction shown in Equation 4-14 shifts depending upon
the number of carbon dioxide molecules in a sample. The hydrogen ion
activity is measured by a potentiometric pH indicator system.

CO, +H,0 = HCO; +H* @4-14)
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Coulometry

Coulometry measures the quantity of electricity (in coulombs) needed
to convert an analyte to a different oxidation state. By definition,
a coulomb is the quantity of electricity or charge that is transported in
1 second by a constant current of 1 ampere. For a constant current of
1 ampere for t seconds, the number of coulombs (Q) is given by the
expression:

Q=1

A Faraday is the charge in coulombs associated with one mole of elec-
trons. The charge of the electron is 1.6018 x 107" C, thus 1 Faraday is
equal to 96,485 C/mol.

Coulometry is used to measure chloride ion in serum, plasma, CSE,
and sweat samples. In measuring chloride with coulometry, a constant
current is applied across the two silver electrodes, which liberate silver ions
into the specimen at a constant rate. Chloride ions in the sample combine
with released silver ions to produce insoluble silver chloride. A pair of
indicator and reference electrodes senses the excess silver ions and stops
the titration. The number of silver ions released by ionization, which is
exactly equal to that of chloride ions in the sample, can be calculated from
Faraday’s law:

Q= It = znF

(4-15)

4-16)

where:
z = the number of electrons involved in the reaction
n = the number of moles of analyte in the sample
F = Faraday’s constant (96,485 C/mol of electrons)

Amperometry

Amperometry is the measurement of the current flow produced by an
oxidation—reduction reaction. Several immobilized enzyme electrodes use
this principle, as do pO, electrodes (discussed later) and chloride titrators.
The measurement of chloride in samples involves the use of two electro-
chemical methods: coulometry (discussed earlier) and amperometry. In the
chloride titrator, a pair of silver electrodes serves as the indicator elec-
trodes. When all of the chloride has been consumed, the silver appears in
excess, causing an increase in current. This signals the endpoint of the
reaction.

pO;, Gas-Sensing Electrode

A widely used oxygen-sensing electrode (to determine partial pressure of
oxygen in blood) incorporated in blood gas analyzers uses an amperometric
or current-sensing electrolytic cell as the indicator electrode.

The pO, electrode uses a gas-permeable membrane, usually polypro-
pylene, which allows dissolved oxygen to pass through. This membrane
also prevents other blood constituents (that may interfere with the elec-
trode) from passing through. Once the oxygen permeates the membrane,
it reacts with a polarized platinum cathode according to the following
reaction:

0O, +4e’ —> 20"
20™ +2H,0 — 40OH"

4-17)

This, in turn, produces a change in the current through the cell, and
the change is directly proportional to the partial pressure of oxygen present
in the specimen.

Voltammetry

Voltammetry is a method in which a potential is applied to an electrochemi-
cal cell and the resulting current is measured. The most important advan-
tages of voltammetry are sensitivity and the capability for multielement
measurements. Analytes can be detected in the parts-per-billion range.
With careful selection of testing conditions and methods, several analytes
can be measured simultaneously in a single voltammetric study. Voltam-
metry consumes minimal analyte, unlike coulometry, which converts all of
the analyte to another state. Anodic stripping voltammetry is an electro-
chemical technique used to measure heavy metals such as lead. The mea-
surement of lead in blood occurs in basically two steps. First, free lead is
electroplated (deposited) onto the platinum cathodes at a characteristic
voltage. Second, the lead is stripped off of the platinum cathode, and the
current is monitored over time. The current value is proportional to the
amount of lead in the blood sample. This technique allows the sample to



be preconcentrated at the electrode, which enables the method to detect
very low analyte levels.

CONDUCTANCE

The principles of conductance have several applications associated with
clinical laboratory procedures. Examples include monitoring water purity,
measuring analytes in blood such as urea, and serving as components of
detectors used in high-performance liquid chromatography (HPLC), gas
chromatography (GC), cell counters, and capillary electrophoresis.

Electrolytic conductivity is a measure of the ability of a solution to
carry an electrical current. Solutions of electrolytes conduct an electrical
current by migration of ions under the influence of a potential gradient.
The ions move at a rate dependent on their charge and size, the micro-
scopic viscosity of the medium, and the magnitude of the potential gradi-
ent. Thus, for an applied potential, E, maintained constant but at a value
that exceeds the deposition potential of the electrolyte, the current, , that
flows between the electrodes immersed in the electrolyte, varies inversely
with the resistance of the electrolytic solution, R. The reciprocal of resis-
tance, 1/R, is called the conductance, G, and is expressed in reciprocal
ohms, or mhos.

IMPEDANCE

Electrical impedance measurement is based on the change in electrical
resistance across an aperture when a particle in conductive liquid passes
through this aperture. Electrical impedance is used primarily in the hema-
tology laboratory to enumerate leukocytes, erythrocytes, and platelets. In
a typical electrical impedance instrument by Coulter, aspirated blood is
divided into two separate volumes for measurements. One volume is mixed
with diluent and is delivered to the cell bath, where erythrocyte and plate-
let counts are performed. As a cell passes through the aperture, partially
occluding it, the electrical impedance increases, producing a voltage pulse,
the size of which is proportional to the cell size. The number of pulses is
directly related to the cell count. Particles measuring between 2 and 20 fLL
are counted as platelets, whereas those measuring greater than 36 fL are
counted as erythrocytes. The other blood volume is mixed with diluent
and a cytochemical-lytic reagent that lyses only the red blood cells. A
leukocyte count is performed as the remaining cells pass through an aper-
ture. Particles greater than 35 fL are recorded as leukocytes.

ELECTROPHORESIS AND DENSITOMETRY

Electrophoresis is the separation of charged compounds based on their
electrical charge. When a voltage is applied to a salt solution (usually
sodium chloride), an electrical current is produced by the flow of ions:
cations toward the cathode, and anions toward the anode. Conductivity of
a solution increases with its total ionic concentration. The greater the net
charges of a dissolved compound, the faster it moves through the solution
toward the oppositely charged electrode. The net charge of a compound,
in turn, depends on the solution pH. Electrophoresis separations often
require high voltages (50-200 V DC); therefore, the power supply should
supply a constant DC voltage at these levels. The buffer solution must
have a carefully controlled ionic strength. A dilute buffer causes heat to be
generated in the cell, and a high ionic strength does not allow good separa-
tion of the fractions. Common support media for electrophoresis in clinical
work include cellulose acetate, agarose, and polyacrylamide gels. Total
volume of specimen applied depends on the sensitivity of the detection
method. For clinical work, 1 pL. of serum may be applied. Once the elec-
trophoresis is completed, the support medium is treated with a dye to
identify the separated fractions. The most common dyes used for the
visualization step include Amido Black, Ponceau S, Fat Red 7B, and Sudan
Black B. To obtain a quantitative profile of the separated fractions, densi-
tometry is performed on the stained support medium.

A densitometer measures the absorbance of the stain on a support
medium. The basic components of a densitometer include a light source,
a monochromator and a movable carriage to scan the medium over the
entire area, an optical system, and a photodetector. Signals detected by
the photodetector are related to the absorbance of the sample stain on
the support, which is proportional to the specimen concentration. The
support medium is moved through the light beam at a fixed rate, so
that a graph may be constructed that represents multiple density readings
taken at different points. Most densitometers have a built-in integrator to
find the area under the curve, so that all sample fractions can be
quantified.

ISOELECTRIC FOCUSING

Proteins are polymers of amino acids that can be anions or cations depend-
ing on the pH environment. At a specific pH, a protein will have a net
charge of zero when the positive charge and the negative charge of its
amino acids cancel each other out. At this pH value, known as the protein’s
isoelectric point (pI), the protein is isoelectric. Isoelectric focusing (IEF)
techniques are performed similarly to other electrophoresis methods,
except that the separating molecules migrate through a pH gradient. This
pH gradient is created by adding acid to the anodic area of the electrolyte
cell and adding base to the cathode area (Fig. 4-17). A solution of ampho-
lytes (mixtures of small amphoteric ions with different pls) is placed
between the two electrodes. These ampholytes have high buffering capac-
ity at their respective isoelectric points. The ampholytes close to the
anode carry a net positive charge, and those close to the cathode carry a
net negative charge. When an electrical voltage is applied, each ampholyte
will rapidly migrate to the area where the pH is equal to its isoelectric
point. With their high buffering capacity, the ampholytes create stable pH
zones for the more slowly migrating proteins. The advantage of isoelectric
focusing techniques lies in their ability to resolve mixtures of proteins.
Using narrow-range ampholytes, macromolecules differing in isoelectric
point by only 0.02 pH units can be identified. Isoelectric focusing has
been useful in measuring serum acid phosphatase isoenzymes. Its
application has also been extended to detect oligoclonal immunoglobulin
bands in CSF and isoenzymes of creatine kinase and alkaline phosphatase
in serum.

CHROMATOGRAPHY

Chromatography is a separation method based on different interactions of
the specimen compounds with the mobile phase and with the stationary
phase as the compounds travel through a support medium. Compounds
interacting more strongly with the stationary phase are retained longer in
the medium than those that favor the mobile phase. Chromatographic
techniques may be classified according to their mobile phase: gas chroma-
tography and liquid chromatography. Figure 4-18 shows a typical chro-
matogram representing the concentration of each detectable compound
eluting from the column as a function of time. Retention time (¢) is the
time it takes a compound to elute. This value is characteristic of a com-
pound and is related to the strength of its interaction with the stationary
phase and the mobile phase. The retention time therefore can be used to
determine a compound’s identity. In this example, two compounds are
separated, and their retention times are represented by (tz;) and (tg,).
These are uncorrected retention times and are measured from the injec-
tion time, # = 0. A column’s ability to separate two compounds depends on
several factors, which include (1) the difference in retention of the com-
pounds or capacity factor, £’ (2) the selectivity factor, o, and (3) the
number of theoretical plates.
The value of 2 can be calculated by the following equation:

k"= (tri —twm)/tm OF try [t (4-18)

where:
t. is the retention time of a unretained compound
try is the corrected retention time.

Another measurement derived from the calculated capacity factor is the
selectivity factor (o) or relative retention of two solutes. A ratio of both
capacity factors is used to calculate the selectivity factor. To measure the
width of each peak, draw tangents along the sides of the peak to the base-
line. I, represents the distance between the two intersected lines. Another
useful concept is theoretical plates. This describes the process by which
the sample is transported down the column. In each “plate,” the sample
equilibrates between stationary and mobile phases. The analyte moves
down the column as the equilibrated mobile phase transfers sample from
one plate to another. To calculate the number of theoretical plates (N), use
the following equation:

N =16(tx /W, )’

A plate number has no units, and the larger the value of N for a column,
the greater is its separation efficiency. The combined effects of solvent
efficiency and column efficiency are expressed in the resolution (R) of the
column:

R, = (trs —tr1)/0.5(Wy + Wh)

(4-19)

(4-20)

The concentration of unknown compound can be derived by integra-
tion of peak areas or by using the method of internal standardization.
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Figure 4-18 Chromatogram for the separation of two compounds. Note that the
uncorrected retention time (tx and tz,) is from injection (Inj) to peak; the corrected
time (tx- and tg) takes into account the retention time of a nonretained compound
(tM). (Redrawn from Ravindranath B. Principles and practice of chromatography. New
York: John Wiley & Sons; 1989, with permission.)

Gas Chromatography

Gas chromatography (GC) is useful for compounds that are naturally vola-
tile or can be easily converted into a volatile form. GC has been a widely
used method for decades owing to its high resolution, low detection limits,
accuracy, and short analytic time. Applications involve various organic
molecules, including many drugs (see Chapter 23). Retention of a com-
pound in GC is determined by its vapor pressure and volatility, which, in
turn, depends on its interaction with the stationary phase. Two types of
stationary phases commonly used in GC are solid absorbent (gas—solid
chromatography [GSC]) and liquids coated on solid supports (gas-liquid
chromatography [GLC]). In GSC, the same material (usually alumina,
silica, or activated carbon) acts as both the stationary phase and the support
phase. Although this was the first type of stationary phase developed, it is
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Isoelectric focusing (see text). (Redrawn from Schoeff LE, Williams RH. Principles of laboratory instruments. St Louis: Mosby; 1993, with permission.)

not as widely used as other types, primarily because of the strong retention
of polar and low volatile solutes by the column (Ravindranath, 1989). GLC
uses liquid phases such as polymers, hydrocarbons, fluorocarbons, liquid
crystals, and molten organic salts to coat the solid support material. Calcine
diatomaceous earth graded into appropriate size ranges is often used as a
stationary phase because it is a stable inorganic substance. The use of fused
silica capillary columns in which the stationary phase is chemically bonded
onto the inner surface of the column has become very popular with chro-
matographers. The advantage of this type of column is that the stationary
phase does not leave the solid support and bleed into the detector, and a
uniform monomolecular layer of the stationary phase is obtained through
the bonding procedure.

Components of a typical GC system are illustrated in Figure 4-19. Its
basic design consists of five components: a gas cylinder as a mobile phase
source, a sample injector, a column, a detector, and a computer for data
acquisition. These systems may be automated to provide the user with a
more precise and efficient separation. Carrier gases (mobile phase), which
must be chemically inert, include helium, hydrogen, and nitrogen. Other
substances used as mobile phases include steam and supercritical fluids.
Examples of these are carbon dioxide, nitrous oxide, and ammonia. The
carrier gas should be of high purity, and the flow must be tightly controlled
to ensure optimum column efficiency and reproducibility of test results.
Samples are manually introduced into the GC using a syringe pipet or an
automated syringe pipet system. A pipet tip pierces a plastic septum located
in the injector port. Each injection port is heated to very high tempera-
tures. Samples are vaporized and swept onto the column. If the molecule
of interest is not volatile enough for direct injection, it is necessary to
derivatize it into a more volatile form. Most derivatization reactions belong
to one of three groups: silylation, alkylation, and acylation. Silylation is
the most common technique that replaces active hydrogens on the com-
pounds with alkylsilyl groups. This substitution results in a more volatile
form that is also less polar and more thermally stable.

Retention of compounds in a GC column can also be adjusted by
changing the column temperature. The column temperature affects the
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Figure 4-19 Components of a gas chromatographic system. (Redrawn from Ravindranath B. Principles and practice of chromatography. New York: John Wiley & Sons; 1989,
with permission.) G, Gas cylinder; NV, valve for adjusting the gas flow rate; PG, pressure gauge; PRT and PR2, regulators.

volatility of the compounds and thus the degree of their interaction with
the stationary phase. By proper selection of the starting temperature and
temperature gradient during the procedure, good resolution of both
weakly and strongly retained compounds may be achieved. The GC
column, enclosed in a temperature-controlled oven, can be a packed
column or a capillary column. Packed columns are usually 1-5 m long and
2-4 mm in diameter, and are filled with a stationary phase. Capillary
columns range from 5-100 m in length and from 0.1-0.8 mm in diameter,
and have a stationary phase located on their interior surface (Bartle, 1993).
Capillary columns generally have higher efficiency and better detection
limits. However, packed columns have a larger specimen or sample capac-
ity, making them more useful in purification work. Examples of detectors
used in GC include a flame ionization detector, a thermal conductivity
detector, a nitrogen—phosphorus detector, an electron capture detector, a
flame photometric detector, and a mass spectrometric detector. Flame
ionization detectors (FIDs) are commonly used and are capable of detect-
ing a wide variety of organic compounds and many inorganic compounds.
This type of detector measures the ions produced by the compounds when
burned in a hydrogen—air flame. An electrode collects the ions, and the
magnitude of the resulting electrical current is proportional to the amount
of substance (Tipler, 1993). FIDs can be modified to make them especially
sensitive to molecules, including many drugs that contain either nitrogen
or phosphorus (the so-called nitrogen—phosphorus detector, or NPD).

Liquid Chromatography

GC as a separation technique has some restrictions that make liquid chro-
matography a suitable alternative. Many organic compounds are too unsta-
ble or are insufficiently volatile to be assayed by GC without prior chemical
derivatization. Liquid chromatography techniques use lower temperatures
for separation, thereby achieving better separation of thermolabile com-
pounds. These two factors allow liquid chromatography to separate com-
pounds that cannot be separated by GC. Finally, it is easier to recover a
sample in liquid chromatography than in gas chromatography. The mobile
phase can be removed, and the sample can be processed further or reana-
lyzed under different conditions.

Many forms of liquid chromatography are available, and the selection
of an appropriate form depends on a variety of factors. These factors
include analysis time, type of compound, and detection limits. Paper, thin-
layer, ion-exchange, and exclusion liquid chromatography often result in
poor efficiency and a very long analysis time owing to low mobile phase
flow rates. High-performance liquid chromatography (HPLC) emerged in
the late 1960s as a viable form of liquid chromatography that provided
advantages over other forms of liquid chromatography and gas chroma-
tography. HPLC uses small, rigid supports and special mechanical pumps,
producing high pressure to pass the mobile phase through the column.
HPLC columns can be used many times without regeneration. The resolu-
tion achieved with HPLC columns is superior to that of other forms
of liquid chromatography, analysis times are usually much shorter,
and reproducibility is greatly improved. All of these attributes of HPLC
render it a better method of separation over other forms of liquid
chromatography.

Five separation techniques are commonly used in liquid chromatogra-
phy. They include adsorption, partition, ion-exchange, affinity, and size
exclusion. Each is characterized by a unique combination of stationary
phase and mobile phase. In adsorption (liquid—solid) chromarography, the
compounds are adsorbed to a solid support such as silica or alumina.
Although this was the first type of column liquid chromatography devel-
oped, it is not widely used owing to the strong retention of many com-
pounds by the supports, making them difficult to elute from the column.
Partition (liquid-liquid) chromatography separates compounds based on their
partition between a liquid mobile phase and a liquid stationary phase
coated on a solid support. Partition chromatography includes normal-
phase liquid chromatography, which uses a polar liquid stationary phase,
and reverse-phase liquid chromatography, which uses a nonpolar station-
ary phase. Ion-exchange chromatography uses column packing material that
has charge-bearing functional groups attached to a polymer matrix. The
mechanism in this type of chromatography is the exchange of sample ions
and mobile-phase ions with the charged group of the stationary phase.
Affinity chromatography uses immobilized biochemical ligands as the sta-
tionary phase to separate a few solutes from other unretained solutes. This
type of separation uses the so-called lock-and-key binding that is widely
present in biologic systems. Size-exclusion chromatography separates mol-
ecules according to differences in their size. The support material has a
certain range of pore sizes. As solutes travel through, the small molecules
can enter the pores, whereas the larger ones cannot and will elute first
from the column.

Liquid chromatography is similar in many aspects to GC, and there-
fore, the instrumentation is similar. A typical liquid chromatography
system consists of a liquid mobile phase, a sample injector (manual or
automatic), a mechanical pump, a column, a detector, and a data recorder
(Fig. 4-20). The liquid mobile phase is pumped from a solvent reservoir
through the column. A mechanical pump must provide precise and accu-
rate flow, often working at high pressures (typically up to 6000 PSI). The
pump must have low internal volume and be constructed of material that
does not react with the solvent. Sample injection is achieved using a syringe
and depositing the sample into a loop. The injection may be performed
manually or automatically using a microprocessor control autosampler.
Most analytic separations are performed using packed columns. Many
types of packing material are available. Selection of the appropriate packing
material is largely dependent on the type of compound(s) to be separated.
In liquid chromatography, the physical properties of the sample and the
mobile phase are often very similar. Two basic types of detectors have been
developed. One is based on the differential measurement of a physical
property common to both the sample and the mobile phase; examples
include refractive index, conductivity, and electrochemical detectors. The
other is based on the measurement of a physical property that is specific
to the sample, either with or without the mobile phase; examples include
absorbance and fluorescent detectors.

A widely used clinical application of HPLC is the separation and
quantitation of various hemoglobins associated with specific diseases (e.g.,
thalassemia). Whole blood measurement of glycosylated hemoglobin
(HbA,.) can be accomplished using HPLC with complete analysis within

5 minutes.

53




4 ANALYSIS: PRINCIPLES OF INSTRUMENTATION

Waste Column

IMsicSY

r‘fﬁ:@> Injector

Solvent
reservoirs

Pressure
transducer

\

o7

Solvent
proportioning
valve

X-Y recorder e \/ Waste
| Drain
) valve
Detector: Z
Lamp
Filter

Flow through cuvet
Diode detector

Figure 4-20 Components of a high-performance liquid chromatograph.

MASS SPECTROMETRY

Mass spectrometry (MS) is based on fragmentation and ionization of mole-
cules using a suitable source of energy. The resulting fragment masses and
their relative abundance yield a characteristic mass spectrum of the parent
molecule. Before a compound can be detected and quantified by mass
spectrometry, it must be isolated by another method: GC or HPLC. Mass
spectrometry typically involves the following major steps: (1) conversion
of the parent molecule into a stream of ions (usually singly charged positive
ions); (2) separation of the ions by mass/charge ratio (#2/z), where m is the
mass of the ion in atomic mass units and z is its charge; and (3) counting
of the number of ions of each type or measurement of current produced
when the ions strike a transducer. Because most of the ions formed are
singly charged, the 72/z is usually simply the mass of the ion. MS is also
described in Chapter 23 (see especially Figs. 23-5 and 23-6) as a technique
for drugs of abuse testing. MS techniques are available for proteomics,
which is discussed in Chapter 77.

Atomic Weights (amu and Da)

Atomic and molecular weight are generally expressed in terms of atomic
mass units (amu) or daltons (Da). The amu or Da is based upon a relative
scale in which the reference is the carbon isotope '%C, which is assigned
a mass of exactly 12 amu. Therefore the amu or Da is defined as 2 of the
mass of one neutral >¢C atom. From this definition, we derive the follow-
ing equality:

lamu =1Da=1.66054x10"" kg/atom "*C

Also, 1 mole of "4C weight 12.0000 g

Example 4-5. What are the masses in Da for ?C'H, and "*C'H,?

SOLUTION

1ZC1H4

m =12.000 x 1+ 1.007825 x 4 = 16.031 Da
13c1H4

m = 13.00335 x 1 +1.007825 x 4 =17.035 Da

Mass/Charge Ratio

Mass/charge ratio (m2/z) is obtained by dividing the atomic or molecular
mass of anion 7 by the number of charges z that the ion bears.

Example 4-6.
12C1H4+
m/z=16.035/1 =16.035
13c1H4Z+
m/z=17.035/2 =8.518

Many ions produced in mass spectrometers are singly charged; thus the
term mass/charge ratio is often shortened to the more convenient term
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mass. Strictly speaking, this abbreviation is incorrect, but it is widely used
in mass spectrometry literature. This term also represents the x-axis for
MS spectrums of molecules plotted against their relative abundance
(y-axis).

Basic Components

All mass spectrometers have three basic components: an ion source, a mass
analyzer, and an ion detector. The inlet unit admits samples to the mass
spectrometer. When the instrument is part of a GC/MS arrangement, the
inlet unit must be heated to maintain the volatile compounds in the vapor
state upon coming into the ion source unit. It must also strip away most
of the carrier gas to adapt to the high-vacuum condition required for mass
spectrometry operation.

lon Source Unit

The ion source unit is maintained at high temperature and vacuum to
provide adequate conditions for ionizing the vaporized sample molecules.
Several types of energy sources are available to ionize the sample molecules
in mass spectrometry. One commonly used source is a beam of electrons
produced by a heated filament. The process of bombarding the sample
with electrons is called electron-impact ionization. Other processes of ioniza-
tion include chemical ionization, in which the sample molecules are ionized
by a reagent gas that has been ionized by an electron beam, and fast atom
bombardment, in which a solid sample is ionized by a beam of atoms such
as argon.

Most laboratorians are familiar with the use of mass spectrometers for
drug and other low molecular weight compound analysis. Two examples
are confirmation of positive drug screens (see Chapter 23) and amino acid
analysis. These techniques conventionally couple a gas chromatograph and
a mass spectrometer (GC/MS). This conventional approach had several
limiting factors, including the need to separate analyte from specimen
matrix and the need to make stable volatile derivatives, amenable to ioniza-
tion by electron impact (EI) or chemical ionization (CI). Although these
conventional techniques produced highly specific and sensitive analyses,
they were also technically demanding and lacked the ruggedness required
for the clinical laboratory. However, the increased focus on protein analy-
sis, molecular diagnostics, and genetic-related testing has ushered in a new
wave of mass spectrometers possessing the capabilities of evaluating
complex compounds such as proteins.

The matrix-assisted laser desorption ionization (MALDI) source consists
of a solid mixture of analyte and matrix (including organic chromophore)
on a sample plate, along with a laser light and ion optics (Fig. 4-21, A).
(This technique is further described in Chapter 76.) When the chromo-
phore absorbs the laser light, it vaporizes and lifts the analyte ions from
the surface into a gas phase directly above the target plate and into the
analyzer. The MALDI technique is considered an offline ionization tech-
nique because the sample is purified, deposited, and dried on the sample
plate before analysis (Skoog, 1998). Surface-enhanced laser desorption ioniza-
tion (SELDI) is a technique that measures proteins from complex biologic
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specimens such as serum, plasma, intestinal fluids, urine, cell lysates, and
cellular secretion products (see also Chapter 76). Proteins are captured by
adsorption, partition, electrostatic interaction, or affinity chromatography
on a solid-phase protein chip surface. A laser ionizes samples that have
been co-crystallized with a matrix on a target surface. The protein chip
chromatographic surfaces in SELDI are uniquely designed to retain pro-
teins from complex mixtures according to their specific properties. After
the addition of a matrix solution, proteins can be ionized with a nitrogen
laser and their molecular masses measured by time-of-flight (TOF) MS
(Fig. 4-21, B) (see also Fig. 23-5). The protein chip arrays are the heart of
the SELDI-TOF MS technology and distinguish it from other MS-based
systems. Each array is composed of different chromatographic surfaces
that, unlike HPLC or GC, are designed to retain, not elute, proteins of
interest. The protein chip arrays have an aluminum base with several spots
composed of a chemical (anionic, cationic, hydrophobic, hydrophilic, or
metal ion) or biochemical (immobilized antibody, receptor, DNA, enzymes,
etc.) active surface. Each surface is designed to retain proteins according
to a general or specific physicochemical property of the proteins. Chemi-
cally active surfaces retain whole classes of proteins, and surfaces to which
a biochemical agent, such as an antibody or other type of affinity reagent,

<

&

Mass/charge

Computer for
data analysis

is coupled are designed to interact specifically with a single target protein
(Skoog, 1998).

Mass Spectrometer Analyzer Unit

The output of the ion source is a stream of positive or negative gaseous
ions that are then accelerated into the mass analyzer, which sorts the parent
molecular ions and their fragment ions according to their mass/charge
ratio. This is accomplished in several different ways. Time-of-flight (TOF)
analyzer consists of a metal flight tube, and the #/z ratios of the ions are
determined by accurately and precisely measuring the time it takes the ions
to travel from the MALDI or SELDI sources to the detector. Given that
all ions of different 72/z receive the same kinetic energy, low 7/z ions will
reach the detector sooner than high 72/z ions. In the quadrupole mass spec-
trometer (Fig. 4-22, A, and Fig. 23-5), direct electrical current and radio-
frequency voltages of selected magnitudes are applied to two pairs of
metallic rods. Only ions of specific mass/charge ratio can pass undeflected
to the end of the rods, where they are detected. All other ions have unstable
trajectories along the path and are deflected toward the rods, never reach-
ing the detector. An advantage of this design is that this system can perform
tandem mass spectrometry scan modes in the same analyzer. The ion-trap
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Figure 4-22 Mass spectrometer: A, Quadrupole type; B, ion-trap type. (Redrawn from Schoeff LE, Williams RH. Principles of laboratory instruments. St Louis: Mosby; 1993,

with permission.)

mass spectrometer (Fig. 4-22, B) functions as a mass analyzer and as an ion
source unit. Three electrodes, in a ring shape and two end caps, produce
ions in the cavity until selectively ejected to the ion detector as the scan-
ning radiofrequency voltage on the ring electrode varies. A major advan-
tage of the ion-trap analyzer is its ability to get full mass spectra at very
low sample concentrations (Karasek, 1988). In the magnetic sector mass
spectrometer, a very high voltage accelerates the ions out of the ion source
unit onto a magnetic field. The exiting path curvature of an ion depends
on its mass/charge ratio, magnetic field strength, and applied voltage. The
magnetic field or the voltage can be varied to allow selective ions to exit
the magnetic field.

lon Detector

The ion detector in a mass spectrometer is usually an electron multiplier
or an ion—photon conversion detector. In an electron multiplier; the ions
strike the detector’s first dynode, which triggers the release of secondary
electrons. A cascade of electrons occurs similarly to that in a photomulti-
plier tube, resulting in amplification of about a millionfold. In an fon—photon
conversion detector; the ions strike a phosphor that emits a photon for each
corresponding ion. A conventional photomultiplier tube then amplifies the
signal in the usual fashion. The computerized data unit controls the mul-
tiple operating parameters of the instrument components and stores and
analyzes a vast quantity of acquired data. The built-in libraries of reference
mass spectra for known compounds can be searched by computer and
compared with the sample spectrum for identification. As emphasized in
Chapter 23, each compound or macromolecule has a unique mass
spectrum—a “fingerprint” of the molecule. A typical mass spectrum is
shown in Figure 23-6.
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Modern mass spectrometers are extremely powerful and versatile
instruments that can be interfaced to liquid chromatographs (LC)
(eliminating the need to make volatile derivatives) and can perform
separations in tandem (i.e., a gentle ionization step allows separation
of parent ions, which can then be identified by their individual
fragmentation patterns). Such LC/MS/MS techniques are finding
increased application in the clinical laboratory, although mainly in
reference laboratories.

SCINTILLATION COUNTER

Scintillations are flashes of light that occur when gamma rays or charged
particles interact with matter. Chemicals used to convert their energy into
light energy are called scintillators. If gamma rays or ionizing particles are
absorbed in a scintillator, some energy absorbed by the scintillator is
emitted as a pulse of visible light or near-UV radiation. A photomultiplier
tube detects light directly or through an internally reflecting optic fiber.
A scintillation counter is an instrument that detects scintillations using a
photomultiplier tube and counts the electrical impulses produced by the
scintillations. An application for scintillation counting is radioimmunoas-
say (RIA). Two types of scintillation methods exist: crystal scintillation and
liquid scintillation.

Crystal scintillation generally is used to detect gamma radiation. When
a gamma ray penetrates the sodium iodide (Nal) crystal, which contains
1% thallium, it excites the electrons of iodide atoms and raises them to
higher energy states. When the electrons return to ground state, energy
is emitted as UV radiation. The UV radiation is promptly absorbed by the
thallium atoms and emitted as photons in the visible or near-UV range.
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The photons pass through the crystal and are detected by a photomulti-
plier tube. A pulse-height analyzer sorts out the pulse signals from the
photomultiplier tube according to their pulse height and allows only those
within a restricted range to reach the rate meter for counting.

Liquid scintillation is primarily used to count radionuclides that emit
beta particles. A sample is suspended in a solution or “cocktail” consisting
ofasolventsuchastoluene, a primaryscintillator suchas 2,5-diphenyloxazole
(PPO), and a secondary scintillator such as 2,2’-p-phenylenebis (5-
phenyloxazole) (POPOP). Beta particles from the radioactive sample
ionize the primary scintillator of the solvent. A secondary scintillator
absorbs the photons emitted by the primary scintillator and re-emits them
at a longer wavelength. The secondary scintillator facilitates more effective
energy transmission from the beta particles, especially when a large amount
of quenching is present. Quenching is a process that results in a reduction
of the photon output from the sample. This phenomenon may be due to
chemical quenching, in which impurities in the sample compete with the
scintillators for energy transfer, or color quenching, in which colored
substances such as hemoglobin absorb the light photons produced by
scintillation. The light photons produced in the sample are detected and
amplified by the photomultiplier tubes in the same manner as for the
crystal scintillation counter.

CAPILLARY ELECTROPHORESIS

Capillary electrophoresis (CE) represents another alternative in separation
techniques. A typical capillary electrophoresis system, as shown in Figure
4-23, consists of a fused silica capillary, two electrolyte buffer reservoirs, a
high-voltage power supply, and a detector linked to a data acquisition unit.
The sample is introduced into the capillary inlet. When a high voltage is
applied across the capillary ends, the sample molecules are separated by
electro-osmotic flow, a bulk flow resulting from excess positive ions at the
inner capillary surface moving toward the cathode. The positive ions in
the specimen emerge early at the capillary outlet because the electro-
osmotic flow and the ion movement are in the same direction. Negative
ions in the specimen also move toward the capillary outlet but at a slower
rate. As the sample ions migrate toward the capillary outlet, different
types of detectors, including optical, conductivity, electrochemical, mass
spectroscopy, or radioactivity detectors, are used to detect and measure
them. Advantages of CE over conventional electrophoresis and HPLC are
its short analytic time, improved resolving power, and microsample
volumes (Love, 1994). Using nanoliter quantities of specimen, complex
mixtures of molecules can be separated with a theoretical plate number
approaching one million. Separations may be completed in less than 10
minutes by applying very high voltage. The application of high voltage is
made possible by the capillary’s high surface/volume ratio, which allows
for efficient heat transfer through the capillary wall. Applications of

capillary electrophoresis include separation of serum proteins and
hemoglobin variants.

NUCLEAR MAGNETIC RESONANCE
SPECTROSCOPY

Nuclear magnetic resonance spectroscopy (NMR) is a technique for deter-
mining the structure of organic compounds. Unlike mass spectroscopy
(MS), NMR is nondestructive, although it does require a larger sample
volume than MS. Although NMR is widely used as a diagnostic imaging
technique, it has been adapted for only a limited number of clinical labora-
tory analyses, the most popular being lipoprotein particle measurements
(see Chapter 17). It also has the unique capability of performing chemical
analysis in vivo.

Nuclear magnetic resonance is a phenomenon that occurs when the
nuclei of certain atoms are immersed in a static magnetic field and are
exposed to a second oscillating magnetic field (i.e., the magnetic compo-
nent of electromagnetic radiation [EMR]). Some nuclei experience this
phenomenon and others do not, depending upon whether they possess a
property called spin. A single proton, or hydrogen nucleus, possesses spin,
and because hydrogen atoms occur very frequently, they are useful in
determining structure.

When EMR is used to bombard molecules, the hydrogen atoms present
will absorb photons of different energies depending upon the location of
the hydrogen atom. For example, in compounds containing hydrogen and
chloride, the proton near two chloride atoms produces a different NMR
than the proton located near a single chloride and a single hydrogen. The
energy absorbed by the spinning nuclei can be plotted versus the frequency
of the applied EMR to obtain an NMR spectrum of the molecule.

In lipoprotein subclass measurements, the NMR signal originates in
the protons of the terminal methyl groups of the lipid carried in the par-
ticles (primarily the cholesterol ester and triglyceride of the particle core,
and the phospholipids of the particle shell). Signals from these different
lipids combine to produce one signal with a characteristic frequency and
shape related to particle size (i.e., the diameter of the phospholipids shell),
excluding the influence of the apolipoprotein attached to the particle.

Basic components of an automated NMR spectrometer designed to
provide fast, simultaneous subclass quantitative analysis of VLDL, LDL,
and HDL are presented in Figure 4-24.

The automated sampler provides a micro sample probe that aspirates
an aliquot of serum or plasma from a tray and transfers it to the NMR
probe in a flow injection mode. Each sample passes through the 400 MHz
magnet. The magnetic property of lipoproteins that gives them a charac-
teristic resonance is a difference in their magnetic behavior induced by the
degree of orientation of phospholipids in the shell surrounding the neutral
lipid core. The equation describing this effect reveals that all lipoprotein
particles of different diameters should have a different lipid NMR signa-
ture. This is displayed on the NMR processor.

The signature patterns are relayed to a networked PC, which provides
access to high quality spectral data from isolated subclasses of lipoproteins
incorporated into proprietary analysis software. The information is con-
tained in a reference library that is accessible with permission from the
vendor.

GENERAL ANALYTIC METHODS
AND ISSUES

Perhaps the most fundamental aspect of the analytic process is the prepara-
tion of high quality reagents that will be used in the analytic procedure.
In this process, the quality of water, the purity of the chemical, the selec-
tion of correct glassware or plasticware, and the correct preparations of
reagents are all important for the proper operation of laboratory equipment
and the performance of testing procedures. In this section, several topics
will be presented that relate to analytic process and will ultimately have an
impact on the results of a test performed on a patient’s specimen.

CHEMICALS

The chemicals used to prepare reagents for chemical testing exist in
varying degrees of purity. Proper selection of chemicals is important, so
that the desired results may be attained. Chemicals acquired for reagent
preparation are characterized by a grading system. The grading of any
chemical is greatly influenced by its purity. The type and quantity of
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Figure 4-24 Schematic of an automated nuclear magnetic resonance (NMR) system using an automated flow-injector sampler.

impurities are usually stated on the label affixed to the chemical container.
Less pure grades of chemicals include practical grade, technical grade, and
commercial grade. These grades of chemicals are unsuitable for use in
most quantitative assays performed in a clinical laboratory.

Most qualitative and quantitative procedures performed in the clinical
laboratory require the use of chemicals that meet the specifications of the
American Chemical Society (ACS). These chemicals are classified as ana-
lytic grade or reagent grade. Examples of other designations of chemicals
that meet high standards of purity include spectrograde, nanograde, and
HPLC grade. These are often referred to as ultrapure chemicals.

Pharmaceutical chemicals are produced to meet the specifications
defined in The United States Pharmacopoeia (USP), The National Formulary,
and The Food Chemical Index. These specifications define impurity toler-
ances that are not injurious to health.

The International Union for Pure and Applied Chemistry IUPAC) has
developed standards and purity levels for certain chemicals. These include
atomic weight standard (grade A), ultimate standard (grade B), primary
standard (grade C), working standard (grade D), and secondary substances
(grade E).

A very good source of highly purified chemicals, especially reference
materials, is the National Institute of Standards and Testing (NIST)
(Gaithersburg, Md.). NIST defines its chemical and physical properties
for each compound and provides a certificate documenting their measure-
ments. NIST also provides Standard Reference Materials (SRMs) in solid,
liquid, or gaseous form. The solids may be crystalline, powder, or
lyophilized.

Two professional organizations can provide laboratory staff with guide-
lines for proper chemical selection and reagent preparation. They are the
College of American Pathologists (CAP; Northfield, Ill.) and the Clinical
and Laboratory Standards Institute (CLSI), formerly the National Com-
mittee for Clinical Laboratory Standards (NCCLS) (Wayne, Pa.).

WATER

Water has numerous uses in the clinical laboratory. Water is used to
prepare reagents, as diluent for controls and calibrators, to flush and clean
internal components of analyzers, to serve as a heating bath for cuvets, and
to wash and rinse laboratory glassware. For most of these uses, the water
must be of the highest purity, whereas the water required for rinsing
glassware may be of a lesser purity.

Types of Water Purity

CLSI and CAP have defined three grades of water purity. They are types
I, II, and III. The criteria for each type are outlined in the CLSI guidelines
(NCCLS, 1997). When selecting a water purification system, the
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purchaser must pay strict attention to these criteria, so that all of the
appropriate filters and components necessary to produce type I water are
included. Also, special attention must be given to the “feed-water,” which
is usually the laboratory tap water. The feed-water may contain unique
contaminants or may have a high mineral content (hardness), which
will often require the inclusion of additional components in the water
processing system.

Purification

Many laboratories produce or purify their own water. Several means are
available by which to produce reagent-grade water. Most water filtration
systems use a prefilter to begin the process. This prefilter has feed-water
running through it to trap any particulates before sending it on to the next
component. At this point in the water filtration process, water may be
distilled or passed through a reverse osmosis filter. Distillation is the
process by which a liquid is vaporized and condensed and is used to purify
or concentrate a substance or separate a volatile substance from a less vola-
tile substance. Water that has been distilled does not meet the specific
resistivity requirements of CAP type I water. Reverse osmosis (RO) is a
process by which water is forced through a semipermeable membrane that
acts as a molecular filter. The RO filter removes 95%-99% of organic
compounds, bacteria, and other particulate matter, and about 95% of all
ionized and dissolved minerals, but not as many gaseous impurities.
Reverse osmosis alone does not produce type I water, but like distillation,
if additional filters such as ion-exchange and carbon particulate filters are
added to the system, type I water may be produced.

Ton-exchange filters remove ions to produce mineral-free deionized
water. Deionization is accomplished by passing water through insoluble
resin polymers that contain anion- or cation-exchange resins. These
exchange resins replace H and OH™ ions for impurities present in ionized
form in the water. Another type of material used is a mixed bed resin that
contains both anion and cation-exchange materials. Deionizers are capable
of producing water that has specific resistance exceeding 1-10 Mohm-cm
(MQ-cm).

Carbon filters containing activated charcoal may be added to the water
purification system to help remove several types of organic compounds
that may still be in the water. When these filters are used, CLSI/CAP
considers the end-product to contain minimal organic material.

A particulate filter may be added to the end of the system. This filter
with a mean pore size down to about 0.22 pm will serve to trap any remain-
ing particulates as large as or larger than the pore size.

Monitoring Water Purity

Because water is such an integral part of laboratory analysis, its purity must
be monitored on a consistent basis. The frequency of water testing is



dependent on many factors, including the composition of the feed-water,
the availability of staff to perform water testing, and the amount of water
the laboratory uses during a given period of time. At the very least, resistiv-
ity and bacterial content of the water should be monitored on a regular
basis. In addition, pH, silica content, and organic contaminants may be
determined. Depending on the laboratory’s resources, some or all of these
parameters should be checked on a periodic basis.

Most water filtration systems will have an in-line resistivity meter avail-
able. Resistivity measurements are used to assess the ionic content of
purified water. The higher the ion concentration in water, the lower the
resistivity value will be. CLSI/CAP requires that type I water have a resis-
tivity greater than 10 MQ-cm.

Bacterial contamination can be monitored easily. The water should be
allowed to run for at least 1 minute to flush the system. Next an aliquot
of water is taken, depending on the procedure used, and is plated on
appropriate media. After an appropriate incubation time, the number of
colony-forming units on the agar plate is determined. The most commonly
found organisms in water after the purification process is complete are
gram-negative rods.

Once Your System Has Been Installed

Most water purification systems are designed for easy access to end-
product type I water. Therefore it is advisable to use only type I water
for most applications in the laboratory. Type II or III water could be
used for rinsing glassware and cleaning exterior surfaces. If a procedure,
for example, heavy metal testing or HPLC, requires the use of specially
prepared water, then type I water should not be used. Ultra pure
water can be purchased from NERL Diagnostics Corporation (East
Providence, RI).

MEASUREMENT OF MASS

Mass is the quantity of matter contained within an object. The weight of
a body is the gravitational acceleration exerted on it, and unlike mass, it
varies with altitude. The weight is equal to mass times gravity. In the labo-
ratory, we are measuring the mass of an object.

Types of Balances

Several different types of balances are available, depending on what needs
to be weighed. For example, to weigh a fecal fat specimen, an appropriate
balance to use would be a top-loading precision balance capable of accu-
rately weighing kilogram amounts. Preparation of standards for toxicology
assays requires microgram quantities, thus a single-pan microbalance
would be appropriate.

Unequal-Arm Substitution Balances

Unequal-arm substitution balances are typically single-pan types and are
commonly used in laboratories, although almost all of these balances are
being replaced by electronic-type balances. The single-pan, mechanical,
unequal-arm balance operates on the principle of removing weights rather
than adding them. A fixed mass counterweight is used to balance the
combined mass of the pan and the removable weights across two arms of
unequal weight. When a sample is placed on the weighing pan, internal
weightsin 1 g or 10 g increments are moved one at a time by the operator
turning a set of knobs. This is continued until the system returns to equi-
librium, at which time the sum of the weights removed is equal to the
weight of the object.

Magnetic Force Restoration Balance

Another widely used balance is the single-pan balance that relies on mag-
netic force restoration. The restoring force is the force required to put the
balance back into equilibrium. The unknown mass is placed on the pan,
and this system goes out of equilibrium. The operator who adjusts the
internal weights restores partial equilibrium. The null detector optics
circuit senses when equilibrium is near and provides a signal to the sensor
motor to generate a restoring current until equilibrium is reached. At this
time, the unknown mass is equal to the mass of the weights removed plus
the value of the restoring current.

Top-Loading Balances

Single-pan top-loading balances operate on the same principle as single-
pan analytic balances (i.e., weighing by substitution). Damping is

accomplished by magnetic rather than an air-release mechanism. These
balances are especially suitable for rapidly weighing larger masses (up to
10,000 g) that do not require as much analytic precision, such as large-
volume reagent preparation.

Electronic Balances

Several electronic balance designs are available. One design uses a strain
gauge load cell. This is a small, thin device, which changes electrical resis-
tance when it is stretched or compressed. Typically, several strain gauges
are used in a Wheatstone bridge arrangement, and they are glued onto the
load cell in a protected location. A load cell is usually in the shape of a
beam or plate. When the beam or plate is displaced, it bends a tiny amount,
and this tiny bending is detected by the strain gauges. The amount of
bending might be only a thousandth of an inch, but that is enough for a
strain gauge to measure.

Another electronic balance design operates on the principle of electro-
magnetic force (EMF) compensation. A coil, placed between the poles of
a cylindrical electromagnet, is mechanically connected to a weighing pan.
Mass placed on the pan produces a force that displaces the coil within the
magnetic field. A regulator generates a compensation current just sufficient
to return the coil to its original position. The more mass that is placed on
the pan, the larger is the deflecting force, and the stronger is the current
required to correct the deflection of the coil. The measuring principle is
based on a strict linear relationship between compensation current and
force produced by the load placed on the pan.

Several additional features may be available on some models of elec-
tronic balances. For example, some electronic balances include an elec-
tronic vibration damper. Any excess vibration can be detected when
variation of the pointer or oscillation of the number in the last decimal
place of the digital display is observed. Another feature available in some
models is built-in taring. This allows the weight of the weighing container
to be “zeroed.” Also electronic balances can be interfaced with computers
to provide calculations such as weight averaging and statistical analysis of
multiple weighing. The fundamental design of electronic balances allows
for faster weighing, which is advantageous when doing multiple readings
(e.g., pipet calibrations).

Calibration

Laboratory balances require calibration at regular intervals. The NIST
states that there is no fixed calibration interval for scientific applications.
Calibration intervals should coincide with the requirements of the labora-
tory’s licensing and accrediting organizations.

The mass standard and test weight accuracy classes for weights used in
calibrating balances have been updated and replace the older requirements
specified by National Bureau of Standards (NBS) class S and class S1
weights. The new mass standards and test weight accuracy classes appro-
priate for laboratory balances include the American Society for Testing
and Materials (ASTM) classes 1 and 2. Reference should also be made to
ASTM E617-97 for specific information regarding range, readability, and
best uncertainty applicable to these classes.

NIST class 1 weights (extra-fine accuracy) are available up to 250 mg
and may be used for high-precision (e.g., single-pan and electronic) bal-
ances that are precise to four decimal places. The range of weight for class
2 balances may be in excess of 1000 g.

Handling Weights Used for Testing Accuracy

Meticulous care must be used when handling class 1 or 2 weights. The
operator must avoid direct contact with the weights by using clean gloves
or special lifting tools (e.g., forceps). Hand contact with the weights can
cause corrosion. The weights should not be dragged across any surface,
including the stainless steel weighing pan. Usually the weights are sent in
a covered box and should always be stored in that box.

Environmental Concerns for Best Weighing Accuracy

Several aspects of the environment may have an impact on the perfor-
mance of a laboratory balance. They include temperature, air drafts, floor
vibrations, table instability, and static electricity. The effects of the envi-
ronment on your weighing procedures can often be minimized easily. For
example, if air drafts are present in the room, a shroud or enclosure can
be placed around the balance. A marble table can be used to reduce table
vibrations or instability.
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Balance Specifications

An operator should be knowledgeable about several important specifica-
tions related to balances. They include the following:

o capacity—which represents the maximum load one can weigh

e accuracy—which is dependent on the smallest mass one will be
weighing
linearity—the ability of a balance to provide accurate output over its
full range

e resolution (readability)—the smallest increment of weight that may

be discernible

Laboratory accrediting agencies require verification of accuracy of bal-
ances at various time intervals. Several sources are available to guide the
laboratory through this requirement.

LABORATORY GLASSWARE AND
PLASTICWARE

Types of Glassware

The most common type of glassware encountered in volume measure-
ments is borosilicate glass. This glass is characterized by a high degree of
thermal resistance, has low alkali content, and is free from the magnesium-
lime-zinc group of elements, heavy metals, arsenic, and antimony. Com-
mercial brands are known as Pyrex (Corning, Corning, N.Y.) and Kimax
(Kimble, Vineland, N.]J.). The caustic conditions involved in storing con-
centrated alkaline solutions in borosilicate glass will etch or dissolve the
glass and destroy the calibration. Borosilicate glassware with heavy walls,
such as bottles, jars, and even larger beakers, should not be heated with a
direct flame or hotplate. Glass should not be heated above its strain point
(for Pyrex, 515° C) because rapid cooling strains and cracks glass easily
when heated again. In the case of volumetric glassware, heating can destroy
the calibration.

Corex (Corning, N.Y.) brand glassware is a special alumina-silicate
glass strengthened chemically rather than thermally. Corex is six times
stronger than borosilicate glass (e.g., Corex pipets have a typical strength
of 30,000 psi, compared with 2000-5000 psi for borosilicate pipets) and
will outlast conventional glassware by tenfold. Corex also resists clouding
and scratching better.

Low actinic glassware is a glass of high thermal resistance with an
amber or red color added as an integral part of the glass. The density of
the red color is adjusted to permit adequate visibility of the contents, yet
give maximum protection to light-sensitive materials, such as bilirubin
standards. Low actinic glass is commonly used in containers used to store
control material and reagents.

Types of Plasticware

Several types of plasticware are used in clinical laboratories, for example,
pipet tips, beakers, flasks, cylinders, and cuvets. Polypropylene, polyethyl-
ene, Teflon, polycarbonate, and polystyrene are all examples of types of
plastics used for laboratory plasticware.

Plastic pipet tips are made primarily of polypropylene. This type
of plastic may be flexible or rigid, is chemically resistant, and can be
autoclaved. These pipet tips are translucent and come in a variety of
sizes. Polypropylene is also used in several tube designs, including
specimen tubes and test tubes. Specially formulated polypropylene is
used for cryogenic procedures and can withstand temperatures down
to —190° C.

Polyethylene is widely used in plasticware too, including test tubes,
bottles, graduated tubes, stoppers, disposable transfer pipets, volumetric
pipets, and test tube racks. Polyethylene may bind or absorb proteins, dyes,
stains, and picric acid.

Polycarbonate is used in tubes for centrifugation, graduated cylinders,
and flasks. The usable temperature range is broad: —100° C to +160° C.
It is a very strong plastic but is not suitable for use with strong acids,
bases, and oxidizing agents. Polycarbonate may be autoclaved but with
limitations (refer to furnished instructions).

Polystyrene is a rigid, clear type of plastic that should not be auto-
claved. It is used in an assortment of tubes, including capped graduated
tubes and test tubes. Polystyrene tubes will crack and splinter when
crushed. This type of plastic is not resistant to most hydrocarbons, ketones,
and alcohols.

Teflon is widely used for manufacturing stirring bars, tubing, cryogenic
vials, and bottle cap liners. Teflon is almost chemically inert and is suitable
for use at temperatures ranging from -270° C to +255° C. This type of
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plastic is resistant to a wide range of chemical classes, including acids,
bases, alcohol, and hydrocarbons.

VOLUMETRIC LABORATORYWARE
Pipets

Many kinds of pipets are available for use in a clinical laboratory, each
intended to serve a specific function. They are used for reconstituting
controls and calibrators, preparing serum or plasma dilutions, and aliquot-
ing specimens. Thus, a high degree of accuracy and precision is required.
Manual pipets fall into two general categories: transfer (volumetric) and
measuring. Three subclassifications include to contain (T'C), to deliver
(TD), and to deliver/blow-out (TD/blow-out).

Class A Designation

Class A glassware, including pipets, is manufactured and calibrated to
deliver the most accurate volume of liquid. Class A specifications are
defined by NIST. The College of American Pathologists (CAP) specifies
that volumetric pipets must be of certified accuracy (Class A), or the
volumes of the pipets must be verified by calibration techniques (e.g.,
gravimetric, photometric). The letter “A” appears on all pipets that
conform to the standards of Class A glassware. Volumetric glassware des-
ignated as Class A has been manufactured to Class A tolerances as estab-
lished by the American Society for Testing and Materials (ASTM) E694
(West Conshohocken, PA) for volumetric apparatus. Other standards
include ASTME 542 for calibration of volumetric apparatus and ASTME
288 for volumetric flasks.

Types of Pipets

TC pipets are often referred to as rinse-out pipets because they must be
refilled or rinsed out with the appropriate solvent after the initial liquid
has been drained from the pipet. TC pipets contain an exact amount of
liquid that must be completely transferred for accurate measurement.
Examples of TC pipets are Sahli hemoglobin and Long-Levy pipets. These
pipets do not meet Class A certification criteria.

TD pipets are designed to drain by gravity. They must be held verti-
cally with the tip placed against the side of the container and must not
touch the liquid in it. The stated volume is obtained when draining stops.
This type of pipet should not be blown out. Examples of TD pipets include
Mohr, serologic, and volumetric transfer pipets. These pipets are designed
to meet the requirements of Class A type pipets.

Volumetric TD pipets have an open-ended bulb, which holds the bulk
of the liquid. On one side of the pipet is a long glass tube with a line
indicating the extent to which the pipet is to be filled. The other end is
tapered for smooth delivery of liquid. These pipets should be allowed to
drain freely and should not be shaken, or hit against the container. Any
disruption of the free-flowing liquid may result in inaccurate delivery of
the liquid.

Some TD pipets are designed so that most of the contents are allowed
to drain freely, after which the remaining fluid in the tip is blown out.
These pipets are not rinsed out. Examples of pipets designed to be blow-
out-type pipets include Ostwald-Folin and serologic pipets. TD/blow-out
pipets are identified by the presence of one or two frosted bands near the
mouthpiece of the pipet. It is vital to remember that one should never
pipet or blow out solutions by mouth. It is always necessary to use an
appropriate pipetting aid (e.g., bulb).

Serologic glass or plastic pipets are long tubes with uniform diameters.
They have volume graduations extending to the delivery tip of the pipet.
The last volume of liquid blown out is included in the delivery volume.
The design of the Mohr TD pipet is different from that of the serologic
pipet. Mohr pipets are not graduated to the tip. The accuracy of the Mohr
pipets is valid only when the pipet is filled. If smaller volumes are dis-
pensed, accuracy decreases proportionately.

Micropipets
The two most widely used types of micropipets are air displacement and
positive displacement. These pipets are capable of delivering liquid
volumes from 1-1000 pL. Some micropipets are designed to deliver a fixed
volume, and others can deliver variable amounts of sample.
Air-displacement pipets are piston-operated devices. A disposable, one-
time use polypropylene tip is attached to the pipet barrel. The pipet tip is
placed into the liquid to be aspirated and is drawn into and dispensed from
this tip.



Positive-displacement pipets use a capillary tip that may be siliconized
glass, glass, or plastic. This type of pipet is useful if a reagent reacts to
plastics. Positive-displacement pipets use a Teflon-tipped plunger that fits
tightly inside the capillary. These capillary tips are reusable, and carry-over
is negligible if the pipet is properly maintained. Some procedures require
a washing or flushing step between samples.

Pipet Calibration

Not only is monitoring the performance of pipetting devices mandatory
in most states that issue licenses to laboratories that perform diagnostic
testing, it is also very wise. Micropipets should be verified for accuracy and
precision before they are put into use and monitored during the course of
the year. The frequency of verification depends in part on the amount of
use and the requirements put forth by the licensing and/or accrediting
agency. Proper maintenance of air-displacement pipets is very important.
This type of pipet has a fixed stroke length that must be maintained. It
also has seals to prevent air from leaking into the pipet when the piston is
moved. These seals require periodic greasing to maintain their integrity.

Positive-displacement micropipets need to have their springs checked
and Teflon tips replaced periodically. A slide wire is used to quickly check
the plunger setting. This check does not replace scheduled precision and
accuracy checks.

Several procedures are used by laboratories to verify the precision and
accuracy of micropipets. Most of these procedures are time-consuming,
especially those that require the weighing of water. No matter, this verifi-
cation procedure must be done to ensure proper performance of the labo-
ratory micropipets.

CLSI has provided an acceptable procedure for determining pipet
accuracy and precision (I8-P; NCCLS, 1984). This gravimetric procedure
is labor intensive but does provide a low-cost means of complying with the
regulations set forth by the various accrediting agencies.

More expensive procedures for calibrating micropipets include the
following:

e commercial photometric pipet calibration products

e calibration services providers

* Pipet Tracker (Labtronics Inc., Ontario, Canada)

One of the major concerns when considering the costs attributed to
pipet calibration procedures is technologist time. The technologist time
required for the photometric procedures is often 50%-60% less than for
the inexpensive manual weighing techniques.

Volumetric Flasks

Volumetric flasks represent a special type of glassware in the laboratory.
These flasks are often used to prepare standards for quantitative proce-
dures. Therefore, their accuracy must be optimal. Volumetric flasks used
for the preparation of standards and other solutions requiring optimal
accuracy must meet Class A specifications as defined by NIST. These
specifications are imprinted on the flasks. Volumetric flasks are used to
contain an exact volume when the flask is filled to the mark. A Teflon or
ground-glass stopper should be used to seal the flask. Volumetric flasks
should not be used for reagent storage.

Calibration of Volumetric Glassware

According to the strictest of standards, every piece of volumetric glassware
in the clinical laboratory should be coded, and a record kept of its calibra-
tion. Any piece of glassware that does not meet Class A tolerance should
be rejected. To prepare a piece of glassware for calibration, thoroughly
wash and dry it using appropriate cleaning procedures. CLSI can provide
the laboratory with an appropriate procedure to calibrate volumetric flasks.

THERMOMETRY

Thermometers and other types of temperature-sensing devices are used in
the laboratory to monitor the temperature in refrigerators, freezers, water
baths, heating blocks, and incubators. Special applications of thermometry
include osmometry, refrigerated centrifuges, refrigerated reagent compart-
ments of automated analyzers, warming compartments of automated ana-
lyzers, and circulating water baths for cuvet compartments in automated
analyzers. All of these temperature-monitoring applications have the same
requirements: accurate measurements and a constant temperature.
Appropriate quality control procedures must be carried out and
documented routinely for all of these temperature-monitoring devices.
Any temperature-sensitive device that fails to perform within established
tolerances must be replaced. Because many assays performed in the

laboratory are enzymatic in nature, even the slightest deviation from
the optimal temperature required to perform the assay may cause an
erroneous result.

Types of Thermometers

The two types of liquid-in-glass thermometers most widely used are total
immersion and partial immersion. A total immersion thermometer requires
that the bulb and the entire column of liquid be immersed into the medium
measured. These thermometers are used to monitor freezers and refrigera-
tors. Partial immersion thermometers must have the bulb and stem
immersed to the immersion line or defined depth on the thermometer.
This type of thermometer is often used for water baths and heating blocks.

Special Applications of Temperature-Sensing Devices

Thermistors are used in several types of instruments found in the labora-
tory, including freezing-point depression osmometers. A thermistor is a
transducer that converts changes in temperature (heat) to resistance. It
consists of a small bead constructed of a fused mixture of metal oxides,
attached to two leads and encapsulated in glass. The metal oxide mixture
has a large negative temperature coefficient of resistance. Thus a small
decrease in temperature causes a relatively large increase in the resistance
of the thermistor.

A thermocouple is a sensor that consists of two dissimilar metals, joined
together at one end. When the junction of the two metals is heated or
cooled, a voltage is produced that can be correlated back to the tempera-
ture. Thermocouples are available in several designs, including beaded
wire, probes, and surface probes. An important feature of most thermo-
couples used in laboratory analyzers is their fast response time. The
response time of a thermocouple is defined as the time required by a sensor
to reach 63.2% of a step change in temperature under a specified set of
conditions. Five time constants are required for the sensor to approach
100% of the step change value.

Laboratory applications for thermocouple use include gas and liquid
chromatography, surface temperature measurements in heating compart-
ments in automated analyzers, thermo-cuvets, and circulating water baths
in chemistry analyzers

Mercury-Free Laboratories

Initiatives are under way nationwide to make laboratories mercury-free.
For example, in June of 1998, a landmark agreement was put together
between the American Hospital Association (AHA) and the U.S. Environ-
mental Protection Agency (EPA) JCAHO, 2002). A memo of understand-
ing was signed between the two organizations in an effort to decrease and
eventually eliminate hospital pollution practices over a 5 to 10 year period.
One of the goals is to eliminate mercury waste.

Mercury is contained in numerous chemical reagents used by the labo-
ratory and of course in mercury thermometers. The cost associated with
proper disposal of mercury and the impact of mercury in the environment
make replacing mercury thermometers a sound idea. Several alternatives
exist for replacement thermometers that provide the necessary accuracy
for laboratories procedures. They include the following:

o thermometers containing an organic red spirit and pressurized with

nitrogen gas

o thermometers containing blue biodegradable liquid (isoamyl benzo-
ate and dye)

a red liquid thermometer filled with kerosene
bimetal digital thermometers
o digital thermometers with stainless steel stems

Thermometer Calibration

Monitoring the temperature accuracy of thermometers is necessary to
ensure the reliability of procedures requiring temperature regulation.
Thermometers may be purchased with a certificate to indicate traceability
to standards provided by NIST. Also, many commercially available ther-
mometers meet or exceed NIST and American National Standards
Institute (New York)/Scientific Apparatus Makers Association (UK)
(ANSI/SAMA) tolerance for accuracy.

Noncertified thermometers can be calibrated by using an NIST SRM
934 thermometer or an NIST SRM 1968 gallium melting point cell. The
SRM 934 clinical laboratory thermometer is calibrated per specifications
by International Temperature Scale 1990 (ITS-90) at 0, 25, 30, and 37° C.
A gallium melting point cell consists of about 25 g of very pure (99.99999%)
gallium metal that has a single fixed melting point at 29.7646° C (as defined
by ITS-90). The gallium is sealed in an inert plastic crucible and is sur-
rounded by a stainless steel envelope (Strouse, 1997).
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Temperature-monitoring devices should be verified for accuracy at
6 or 12 month intervals. Guidelines and procedures for proper monitoring
and tolerances are available (NCCLS approved standard 12-A2, 1990).

WATER BATHS

For general clinical laboratory use, constant temperature water baths must
offer variable temperature control from +5° C above ambient temperature
to 100° C, with accurate control to £0.2° C. Water baths can be circulating
or noncirculating. Circulating water baths provide the best temperature
control. Another important consideration in the selection of a constant
temperature bath is that the model should be large enough to accommo-
date the desired working volume.

Maintenance

Maintenance of a constant temperature water bath is improved by filling
it with type II (or type I) water. This prevents the accumulation of mineral
deposits from regular tap water, which can affect the temperature-sensing
elements and generally lead to poor heat transfer. However, if an accumu-
lation of these minerals does occur, a weak hydrochloric acid solution will
dissolve the deposits. Frequent cleaning and fresh water will prevent over-
growth of bacteria and algae. Also a 1:1000 dilution of thimerosal (Mer-
thiolate) can be added to help prevent bacterial growth. Overheating and
subsequent damage can occur if the bath goes dry. At higher temperatures,
the bath should be covered, both to maintain proper temperature control
and to prevent rapid evaporation to dryness.

Quality Control

A thermometer calibrated against another certified by NIST must be a
component of any water bath. The temperature should be noted and
recorded for each assay. This function by the operator ensures that
indeed the temperature of the bath is the same as the reading of the
thermometer.

HEATING BLOCKS, DRY-BATH
INCUBATORS, AND OVENS

Heating blocks and dry-bath incubators are commonly used for incubating
liquids at higher temperatures. Most incubators are constructed of an
aluminum alloy that is capable of distributing the heat in a uniform
manner. Their heating efficiency is less than that of a circulating water
bath, but they will maintain a constant temperature within £0.5° C. A
certified thermometer or NIST calibrated thermometer must be present
in the heating block to monitor the temperature.

Heating ovens are used in chromatography procedures, to dry chemi-
cals, and to assist in extraction, and they are used to dry membranes or
gels in electrophoresis. Several different designs are available, depending
on the desired temperature and purpose. Oven designs include program-
mable, vacuum, and standard laboratory types. Temperature control
is usually within £1° C. The oven must have a certified thermometer
or NIST calibrated thermometer available to monitor the interior
temperature.

MIXING

Mixing is an operation intended to form a homogeneous mass or create a
uniform heterogeneous system. Mixing is used to bring solids into solu-
tion; to bring phases into intimate contact, for instance, in extraction
procedures; to wash suspended solids; to homogenize liquid phases; and
to perform many other operations. A serious consequence of inadequate
mixing can be failure to completely resuspend protein that settles out
under long-term frozen storage of serum controls, resulting in invalid data.
In some instances, excessive mixing may cause denaturation of protein or
hemolysis. A phase separation occurs when serum (or plasma) specimens
stand for a period of time and must be thoroughly mixed before analysis.
The concentration of even small molecules in such a system will be het-
erogeneous as proteins settle and become more concentrated; thus effec-
tive water concentration decreases in this layer. This produces a water
concentration gradient throughout the system and, consequently, a con-
centration gradient of all components.

Single-Tube Mixers

A vortex mixer is capable of a variable speed oscillation that results in a
swirling motion to liquid contents of a test tube or other container. The
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angle of contact and the degree of pressure can be regulated for optimal
mixing action. A very effective mixing action is created by a multiple-touch
sequence (i.e., touching and withdrawing the tube from the neoprene
oscillating cup of the mixer). The operator must be careful not to fill the
container too full or to mix the liquid contents too fast, because spillage
can occur.

Multiple-Tube Mixers

Various mixers are available that handle a number of tubes and tube sizes,
and with different types of mixing motions. A Thermolyne Maxi-Mix
(Sybron Corporation, Dubuque, Iowa) can conveniently be used for vortex
mixing one tube or several tubes at the same time. Changing the pressure
of the container against the replaceable foam rubber top varies mixing
action. Circular motion on a tilted disk provides continuous inversion of
contents in tubes, which are clip-mounted at the circumference of the
rotating disk. Rotational speed can be varied to provide gentle or more
vigorous mixing. Control sera are conveniently reconstituted on this type
of mixer. Tube shakers that operate by tilting back and forth at variable
speeds provide thorough mixing of whole blood samples.

AQUEOUS SOLUTION

The concentration of a solution may be expressed as molarity (M), normal-
ity (N), and, less frequently, molality (m). Accurate preparation of reagents
requires fundamental knowledge of solution chemistry, basic mathematics,
and basic techniques.

Molarity

Molarity (M) is equal to the number of moles of solute per liter of solution.
A mole of a substance is the number of grams equal to the atomic or
molecular weight of the substance. The atomic or molecular weight of a
substance is the actual mass of the chemical particle (atom or molecule)
relative to the mass of the carbon atom. One mole of any substance will
contain approximately 6.02 x 10% particles (Avogadro’s number). Thus a
one molar solution contains 1 mole of solute per liter of solution.

Example 4-7. How many grams of NaCl are required to prepare 1 liter
of a 0.5 M solution? The gram molecular weight (GMW) of NaCl is 58.57
SOLUTION
GMW x M = g/L
58.5x0.5=29.25g/L

Therefore, weigh out 29.25 g of NaCl and transfer it to a 1 L volu-
metric flask. Add water to the 1 L mark on the flask.

Millimoles

When small concentrations are used, they are frequently expressed in
millimoles per liter (1000 mmol = 1 mol). For example, to prepare 10 mL
of a 10 mmol (0.0l mole) NaOH solution, 4 mg NaOH is diluted
to 10 mL.

Normality

Normality (N) is equal to the number of gram equivalents of solute per
liter of solution and is dependent on the type of reaction involved (e.g.,
acid-base, oxidation). One-gram equivalent weight of an element or com-
pound equals the gram molecular weight divided by the number of replace-
able hydrogens or hydroxyls (also valence):

Gram equivalent weight = GMW/Number of replaceable hydrogens,

hydroxyls, or valence

1N = Number of gram equivalents of solute/L of solution

Example 4-8. What is the gram equivalent weight of Ca(OH),
(GMW = 74)?

SOLUTION

Gram equivalent weight = 74/2 = 37

1 mole = 2 equivalents

Example 4-9. What is the gram equivalent weight of H,SO,
(GMW = 98)?

SOLUTION

Gram equivalent weight = 98/2 = 49

1 mole = 2 equivalents




Example 4-10. How many milliliters of concentrated H,SO, (specific
gravity, 1.84; percent purity, 96.2%) are required to prepare 1 liter of a
1 normal solution?

SOLUTION

Step 1: compute GEW H,SO, = 98/2 = 49.

Step 2: compute the number of grams of H,SO, in 1 liter = 98 g/L.
Step 3: compute the number of grams of H,SO, per milliliter of solu-
tion = SG x % assay = 1.84 x 96.2 = 1.77.

Step 4: compute numbers of milliliters of concentrated H,SO, required
when preparing 1 liter of a T normal solution:

1.779g 49¢
TmL ~ XmL
X=27.6mL
Molal

In the laboratory, we sometimes measure the physical properties of solu-
tions, for example, when we measure the osmolality of serum or urine.
The molality of the solution is determined instead of the molarity. A molal
solution is 1 mole of solute in 1 kilogram of solvent. Molal solutions are
based on weight, not volume. Because the density of water at room tem-
perature is approximately 1 gram per milliliter, 1000 grams of water occu-
pies about 1 liter. Therefore, a 1 molal aqueous solution is approximately
the same as a 1 molar solution.

Example 4-11. How many grams of NaOH are needed to make a 2.00
molal solution?

SOLUTION

Step 1: determine the GMW of NaOH = 40 g.

Step 2: compute the number of grams of NaOH required to prepare

the solution by using the following formula:

Grams of solute; GMW of solute
1.0 kg of solvent

X g of NaOH/40.00 g
1.0 kg of solvent

X =80 g of NaOH

Molality =

2 Molal =

Dilutions

Dilution procedures are not performed as frequently as in the past owing
to improvements in computers and instruments whereby the system per-
forms the dilution automatically. But, on occasion, a dilution has to be
prepared. A brief review follows.

A laboratory procedure may involve the addition of one substance to
another to reduce the concentration of one of the substances. This mixture
is called a dilution. Laboratory staff often confuse the terminology associ-
ated with dilutions and ratios. The term ratio is more general and refers
to an amount of one thing relative to an amount of something else with
no other implications. Dilution, as the term is used in laboratories, is more
specific. It refers to the number of parts of a substance in the total number
of parts of mixture containing the substance. The implication is how the
mixture was made or how it is to be made. The following are examples of
ratios followed by dilutions:

SELECTED REFERENCES

Ratios

1. The serum/saline ratio is 1:9.

2. The saline/serum ratio is 9:1.

3. The serum/total volume ratio is 1:10.
Note that a colon is used as the ratio symbol.
Dilutions

1. Make a 1:10 dilution of serum in saline.
2. Make a 1:10 dilution of serum in saline.
3. Make a 1:10 dilution of serum with saline.

Example 4-12. Prepare a 1 mL/10 mL dilution of a serum sample.

SOLUTION

Pipet 1.0 mL of serum and add 9.0 mL of saline for a total volume of
10 mL.

A clinical application may involve the dilution of a patient serum
sample because the bilirubin result exceeds the upper limit of linearity. The
technologist decides to make a 1:2 dilution of the sample and assay the
diluted sample. To prepare the dilution, the technologist pipets 100 uL of
patient serum and adds 100 pL of water, for a total volume of 200 pL.
The sample is assayed for bilirubin, and the analyzer prints out a value
12 mg/dL. Before reporting the patient’s bilirubin result, the technologist
must multiply the analyzer value times 2 (the dilution factor) and then
report the value of 24 mg/dL.

Acids, Alkalis, and pH

An acid molecule yields hydrogen ions (protons) in aqueous solutions; an
alkali accepts these. At room temperature in pure water:

[H*]=[OH"]=1x10" molar

In all aqueous solutions, both acid and alkaline:

Kw =[H*]x[OH ] =10

In an acid solution, [H'] is greater than 10107 mol. In an alkaline solu-

tion, [H'] is less than 10107 mol. pH is the exponent that must be applied
to 10 to give the value of 1/H", that is,

pH =log, 1/H*
When pH is 1 H'is 107! and OH is 10"
2 107 10712
4 107 107
6 107 107
10 107 107
13 10" 107!

A change of one pH wunit indicates a tenfold change in H*
concentration.

Buffer Solution

The theory of buffers and their preparation can be found in Appendix 1.
For most commonly used buffers, the quantities of salts of the acids and
bases have been predetermined and may be found in reference books (e.g.,
Bates, 1973, which contains a very good discussion of the theoretical
aspects of buffers and extensive information on how to prepare several
buffer solutions).

ASTM. E288-03 Standard specification for laboratory
glass volumetric flasks. ASTM International. Online.
Available at: http://www.astm.org.

ASTM. E542-01 Standard practice for calibration of
laboratory volumetric apparatus. ASTM Interna-
tional. Online. Available at: http://www.astm.org.

ASTM. E694-99 Standard specification for laboratory
glass volumetric apparatus. ASTM International.
Online. Available at: http://www.astm.org.

REFERENCES

For referenced ASTM standards, visit the ASTM
website, or contact ASTM  Customer Service at
service@astm.org. For annual book of ASTM standards
volume information, refer to the standard’s document
summary page on the ASTM website.

Clinical and Laboratory Standards Institute (CLSI), for-
merly the National Committee for Clinical Labora-
tory Standards (NCCLS) (Wayne, Pa.).

Access the complete reference list online at http://www.expertconsult.com

Provides comprebensive guidelines and procedures for
basic laboratory methods.

Skoog DA, Holler FJ, Nieman TA. Principles of instru-
mental analysis. Sth ed. Philadelphia: Harcourt Brace;
1998.

Provides a comprebensive explanation of instrument
principles for nearly all clinical laboratory equipment.
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5 ANALYSIS: CLINICAL LABORATORY AUTOMATION
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KEY POINTS

Laboratory testing has undergone revolutionary changes over the
past decade so that all routine chemistry and hematology testing is
completely automated.

This includes specimen processing; all tubes are initially bar coded;
they can be directly placed on autoanalyzers, which not only read
which tests to perform but can directly sample from tubes and enter
all results in the laboratory computer system, which is linked directly
to the hospital information system.

The three stages of laboratory testing are pre-analytic, analytic, and
post-analytic. Several examples of how these stages have been
automated are presented in this chapter.

Instrument manufacturers are attempting to design systems that will
offset staff shortages, provide a safer working environment for
technologists, and provide the test menus and throughputs being
demanded by clinicians.

Automation in clinical laboratories has been available since the mid-1950s
with the introduction of the Technicon AutoAnalyzer (Pulse Instrumenta-
tion Ltd., Saskatoon, Saskatchewan, Canada) for laboratory use. The
primary driver of automation has been the need to reduce or eliminate the
many manual tasks required to perform analytic procedures. Continued
development has led to, at first, the consolidation of most high-volume
chemistry measurements onto a single platform and, more recently, the
consolidation of chemistry and immunoassay systems onto a single plat-
form. By eliminating manual steps, error due to analyst fatigue or errone-
ous sample identification is reduced. In parallel with automation in
chemistry, the 1960s experienced remarkable growth in hematology labo-
ratories with the introduction of automated electronic cell counting instru-
ments that drastically changed measurements previously performed with
pipets, hemocytometers, and microscopes. After initially improving accu-
racy and precision with red cell measurements, subsequent development
and adaptations, including flow cytometric technology, have now allowed
both the automation of most white blood cell differentials and a more flow
cytometry-based classification of hematopoietic neoplasms.

During the 1970s, clinical laboratories were exposed to high-level com-
puterization with the introduction and implementation of laboratory infor-
mation systems (LISs), thus augmenting the flow of information throughout
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the clinical laboratory. Increased use of computers resulted in a significant
reduction in errors, especially transcription errors. In the 1990s, giant
leaps were made in technologies, which resulted in the introduction of
intralaboratory transportation systems that used specimen carriers such
as conveyors or transport tracks to move samples between analyzers,
into and out of processing stations; these included centrifugation,
decapping/capping, and storage and led to the design of total laboratory
automation (TLA).

In the first decade of the new millennium, a significant amount of time
and money has been dedicated by major vendors of laboratory automated
systems, workeells, chemistry analyzers, immunoassay analyzers, and mid-
dleware systems to assemble an array of equipment that will meet the needs
of small, medium, and high volume clinical laboratories. The diversity of
platforms, footprints, detectors, and computer capabilities coincident with
improved patient care, reduced error rates, and creation of quality labora-
tory results is unparalleled in any other decade in clinical laboratory
technology.

Opverall, the scope and magnitude of the drivers of automation have
taken a direction similar to all other technologies. A list of factors that
serve to drive automation is shown in Table 5-1. In this chapter, several of
these drivers will be discussed in the context of how automation in the
clinical laboratory has changed over time to become what it is today.
Several analytic systems will be selected as examples of how manufacturers
responded to the demands of the laboratory. The cause and impact of
change on the three stages of laboratory testing will be presented, begin-
ning with pre-analytic, then analytic, and finally post-analytic stages. The
demands placed on the clinical laboratory are derived in part from the
needs of clinicians and patients, and this has resulted in most of the drivers
that push the changes seen in laboratory automation today.

AUTOMATED ANALYSIS

The measurement of samples using automated instrumentation has under-
gone an evolutionary process since the Technicon AutoAnalyzer. It began
with a single-channel analyzer using continuous flow analysis that mea-
sured one analyte on a batch of samples (i.e., one sample, one test). These
samples were measured in a sequential fashion (i.e., one sample after
another). Specimen throughput rates were approximately 40—-60 per hour.
Technicon continued to develop and expand the capabilities of its continu-
ous flow analyzers, and this resulted in the production of multiple-channel
instruments (e.g., SMA 6-60, an SMAC II) that produced specimen
throughput rates as high as 150 per hour with test throughput of



TABLE 5-1
Factors That Serve to Drive Laboratory Automation

Turnaround time (TAT) demands

Specimen integrity

Staff shortages

Economic factors

Less maintenance

Less calibration

Less downtime

Faster start-up times

24/7 uptime

Throughput

Computer and software technology

Primary tube sampling

Increasing the number of different analytes on one system
Increasing the number of different methods on one system
Reducing laboratory errors

Number of specimens

Types of fluids

Safety

Environmental concerns (i.e., biohazard risks)

approximately 3750 tests/hour depending on the test configuration. One
significant disadvantage of continuous flow analysis is that all testing is
performed in parallel fashion. This results in the measurement of every
analyte configured on the system for every sample. This inflexibility in
testing resulted in the development of analyzers that provide “discrete”
testing (i.e., measured only the tests requested on a sample).

The next generation of automated analyzers included centrifugal ana-
lyzers and modular analyzer configurations. Centrifugal analyzers were
discrete, batch-type systems. A significant limitation at the time was the
throughput rates. Because the analyzers were configured to measure one
analyte at a time, the only way to improve upon throughput was to pur-
chase multiple systems so that several tests could be run simultaneously
depending on how many systems the laboratory purchased.

A solution to the limitations associated with centrifugal analysis was to
design a modular system that could be configured to measure multiple
analytes on multiple samples with the process controlled by a computer
rather than by humans. This is the essence of 7andom access testing. Modular
instruments allow the user to add on additional units (e.g., ion-selective
electrodes [ISEs], immunoassay modules).

The ultimate result of combining modular design with random access
testing was to increase specimen throughput rates to hundreds per hour
and test throughput rates to thousands per hour. Patient care was improved
by reduction in turnaround times. Also clinicians would request additional
laboratory tests, knowing that they would receive quality patient results in
a timely manner.

PREANALYTIC STAGE

The three stages of laboratory testing are preanalytic, analytic, and post-
analytic. Improving efficiency and productivity during the preanalytic
stage of laboratory testing was not the main focus of laboratory staff at the
outset. Likewise, the postanalytic stage received very little attention. This
lack of attention to improvements during these two stages was due in part
to the lack of technologies that would later be developed and serve to
change the scope of each of these stages. Also many of the drivers of
automation that now exist were not a priority in the early days of clinical
laboratories.

The preanalytic stage focuses on sample or specimen processing. For
decades, specimens drawn within a facility were brought to the laboratory,
usually by the blood drawers or “runners.” If the specimens were obtained
from outside the laboratory facility, a courier service was often used.
Courier service is a batch process that requires scheduling from a given
pick-up point. These individuals represented the first link between patient
and laboratory, and were the source of problems that would result in some
remarkable changes and innovations to the process of laboratory testing
as a whole. One example of an early solution to replacing humans as speci-
men carriers was the introduction of pneumatic tubes.

TABLE 5-2
Examples of Sample Processing Tasks

ID/labeling

Sorting

Centrifuging

Decapping

Aliquoting
Recapping/storage/retrieval

Pneumatic tube delivery systems were installed to provide point-to-
point delivery of specimens to the laboratory and offered several advan-
tages over specimen transport by humans. Tubes are sent quickly in the
pneumatic tube to the laboratory encased in a carrier lined with a foam-
type material to reduce breakage. Pneumatic tube systems are designed to
prevent hemolysis by avoiding significant elevation of g forces during
acceleration and deceleration.

Electrical track vehicles can transport a larger number of specimens
than pneumatic tubes. Electrical tracks require a station for loading
and unloading specimens, and this may pose a problem in facilities with
limited space. Similar to couriers, electrical tracks allow for batching of
specimens.

Later, robots or mobile robots of many designs were used by labora-
tories to transport specimens from within and outside of the facility.
Samples are usually batched for pick-up, and delays in the timing of
pick-up notifications occurred.

Conveyors or track systems are used in some laboratory facilities,
especially if the laboratory receives a very large number of samples. Con-
veyor or track systems are designed to transport specimens in a horizontal
fashion and upward or vertically to another floor.

Once the specimens arrive at the laboratory processing workstation,
several tasks need to be done. These tasks are listed in Table 5-2. Several
novel approaches were used, and these culminated in what is termed
“preanalytic modules,” which are available from several instrument
manufacturers. Many earlier attempts were made to process specimens
with minimal human involvement before the development of preanalytic
modules. Many of these devices are still used.

Labeling specimens by hand requires a substantial amount of time and
proved to be a large source of laboratory error. Labeling went beyond the
specimen tube and included pour-off tubes, sample cups, dilution cups,
and send-out containers. The use of printed bar code labels facilitated this
process tremendously. Later, as computers became more sophisticated and
communication between computers improved, the bar code label system
reduced processing time and pre-analytic errors.

Manual sorting or separating of samples was needed because of the
diverse types of testing that most laboratories engaged in. Specimen
tubes of all shapes and sizes would be received in the processing area of a
clinical laboratory, and the technologist would have to sort tubes by
stopper color, size, tests ordered, instrument design requirements, and
tube destinations.

In the earlier days of clinical laboratories, each red-top tube was
double-spun, so that clot removal was optimal. This step required manual
decapping of the specimen tubes. The invention of the serum separator
tube eliminated the need for this double-spin technique, and decapping at
this stage was not necessary. A specimen would have to be decapped to
process aliquots, poured off into sample cups, or be introduced into the
analyzer. The decapping of tubes posed health hazards to the technologist
via aerosol dispersal from the tubes and direct contact with blood.

Centrifugation of blood collection tubes required the technologist to
manually load tube carriers and place them into the centrifuge. The tubes
would then be removed from the centrifuge and re-sorted, aliquots would
be processed, and the samples distributed to their destinations or target
area. This whole process was fraught with potential safety hazards, oppor-
tunities for mistakes, and large increases in sample processing time.

Many specimens required aliquots to be poured off, also known as
splitting of the samples. The aliquots were used by instrument operators,
sent to other laboratory sections, sent out to reference laboratories, and
used for dilutions. As with other manual processing steps, aliquoting blood
specimens was a potential source of hazards for the laboratory staff and
led to errors and increased processing time.

When the samples were no longer needed for testing, they were stored
in a refrigerator or freezer. All of the samples were stored in an organized
fashion in the event that they would be needed again for retesting. Manual
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Figure 5-1 Beckman Coulter (formerly Olympus) OLA
2500 Lab Automation System. This system consists of a
decapper, sorter, archiver, and aliquotter with through-
put of 650 tubes/hour. (From Beckman Coulter [formerly

storage and retrieval of samples created problems for some laboratories.
Samples were often lost, were not stored properly, and were difficult to
locate.

AUTOMATED APPROACHES TO
SPECIMEN PROCESSING

Two goals for automating specimen processing are (1) to minimize non—
value-added steps in the laboratory process (e.g., sorting tubes), and (2) to
increase available time for value-added steps in the tasks that technologists
perform that help make a difference in the quality of the test result and,
ultimately, in the diagnosis.

Advantages for automating laboratory testing include the following:

e increasing the quality of the pre-analytic steps

e reducing error rates

e reducing operator exposure to potentially hazardous biologic

material

o climinating repetitive stress injuries

Several front-end sample processing systems are available to improve
upon all of the shortcomings associated with manual sample processing.
The system designs may involve integrated specimen processing or
modular processing. Some modular systems are designed to exist as stand-
alone front-end processors.

Integrated specimen processing systems allow the user to perform some
or all of the specimen handling tasks. These systems process only certain
types of samples and specimen containers. This inflexibility with specimen
containers caused many laboratories, especially hospital laboratories, to
purchase modular specimen processing systems. Each module has its own
on-board computer that is linked to a master controller computer system.
Also, modular systems can accommodate several different specimen types
(e.g., whole blood, serum, plasma) with their respective specimen
containers.

Whatever the configuration, each automated pre-analytic system
attempts to provide the user with some or all of the tasks necessary to
prepare samples for testing. These tasks include the following:

e presorting
centrifugation
volume checks
clot detection
decapping
secondary tube labeling
aliquoting
destination sorting into analyzer racks

The standalone system automates one portion of front-end processing,
which includes sample sorting, sample uncapping, and aliquot functions.
A centrifuge is not included in this design. If serum or plasma is required,
the sample must be carried to the centrifuge by the technologist. One
example of standalone automated units is the Roche Diagnostic Task Tar-
geted RSD 800 PVT (Roche Diagnostics, Indianapolis, Ind.). These units
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Olympus], with permission.)

are featured as task targeted automation, a concept that is characterized by
state-of-the-art automation of preanalytic and postanalytic steps. Samples
are processed by these units and then are hand carried to their respective
workstation or targets. The RSD 800 PVT is designed to improve the
quality of preanalytic steps, reduce operator exposure to hazardous bio-
logic material, and eliminate repetitive stress injuries.

Archiving and retrieval of specimens in an automated fashion are also
available in standalone designs. Automated sample archiving systems use
bar-coded specimens that are scanned and placed in numbered positions
in numbered racks. Retrieval of specimens is initiated by entering the
patient’s sample accession number or a medical record number into the
archival system’s database. The rack number and the position in the rack
are determined and displayed for the user. Some systems include a refrig-
erator for sample storage and automatic disposal of samples at predeter-
mined times.

Beckman Coulter Inc. (Brea, Calif.; formerly Olympus American Inc.)
has designed a fully automated preanalytic and postanalytic sample han-
dling system that can serve as a standalone unit or a modular unit to be
utilized in configurations that match the laboratory’s volume and workflow
patterns. The OLA 2500 Lab Automation System (Fig. 5-1) has several
unique features, including the following:

* A camera station that recognizes tube types and tube sizes and can
be used for sample material recognition, as well as sample volume
calculations

¢ The aliquoting unit, which uses disposable tips to eliminate carry-
over; it also can generate up to six daughter tubes from each mother
tube

¢ Archiving, which can be performed in parallel with sorting or as a
batch

Modular systems are designed to automate the entire process. The
automated modular system decaps specimens, prepares aliquots, and sorts
(mother and daughter samples) and transports specimens via a track
system. A sample sensor or transducer senses liquid levels and separator
gels and detects short samples. The Roche Modular Pre-Analytics (Roche
Professional Diagnostics, Basel, Switzerland) (Fig. 5-2) combines many of
the preanalytic steps that are coordinated using an intelligent process
management component.

ANALYTIC STAGE

The analytic stage of testing has evolved to a very sophisticated level
because of progress in technology and improvements in computer technol-
ogy, and as a result of many of the drivers of automation listed earlier.
Tasks in the analytic stage of laboratory testing are listed in Table 5-3.

SAMPLE INTRODUCTION

Automatic sampling may be accomplished using several different physical
mechanisms. Peristaltic pumps and positive-liquid displacement pipets are
two examples. Peristaltic pumps are an example of older technology but



Figure 5-2 Roche Modular Pre-Analytics with “intelligent process management” and modules that provide bar code labels, centrifuge, destopper, aliquotter, restopper,

and sorter. (From Roche Diagnostics, with permission.)

TABLE 5-3

Tasks Included in the Analytic Stage of Laboratory Testing

Sample introduction and transport to cuvet or dilution cup
Addition of reagent

Mixing of sample and reagent

Incubation

Detection

Calculations

Readout and result reporting

are still used in some instrument designs (e.g., electrolyte measurements).
Positive-liquid displacement pipets are usually single pipets that transfer
samples from cups or tubes to the next analytic process. Most positive-
displacement pipets function in one of two ways. Either they dispense
aspirated samples into the reaction container, or they flush out samples
together with diluent.

Movement of the sample from the sample cup or tube to its destination
via the sample probe is accomplished in several different ways. Some
analyzers use a robotic-like arm that pivots back and forth, picking up a
sample and depositing it into a reaction vessel or onto the surface of a
porous pad. Other systems may use a worm gear device that pulls the
sample probe from one point to another.

In most analyzers, samples are pipetted using a thin, stainless steel
probe. The probe may be required to pierce a rubber stopper or may pass
directly into a test tube or a cup. A given quantity of sample is aspirated
into the probe, and the probe is moved toward an appropriate container
for dispensing. A potential source of problems with this type of sample
probe is the formation of a clot in a sample that subsequently attaches to
the probe. These clots may plug the probe, making continued use impos-
sible. Also, the clot may occupy sample volume and thus may cause an
error in measurement. Because of the sticky nature of serum or plasma,
the clot may adhere to the sample probe, and, as the sample probe swings
toward its next destination, the whole clot and sample vessel may move
along with it. This could result in an instrument malfunction and/or
sample probe misalignment. Several sample probe designs have clot detec-
tor capability and reject a sample that is clotted. Another feature associated
with sampling is the ability of the sample probe to detect the presence of
a liquid by using liquid level sensors. These liquid level sensors detect the
presence of an inadequate or short sample and will not allow the analyzer
to continue processing this sample. The pipet and the liquid level sensor
travel a specified distance into the sample container to determine if liquid
is present or not.

Another problem associated with reusable pipet probes is carry-over.
Carry-over is contamination of one sample by the previous sample. This
contamination may cause serious variation in results for subsequent tests.
Several instrument modifications have been used to reduce carry-over.
One method used is to aspirate a wash solution between incidents of pipet-
ting. Another technique is to back-flush the probe using a wash solution.
The wash solution flows through the probe in a direction opposite to that
of the aspiration, into a waste container. This technique tends to minimize
the risk of pulling a small clot farther into the system.

Many samplers use disposable plastic pipet tips to transfer samples.
This has the distinct advantage of eliminating carry-over associated with
contamination within the sample probe and from sample to sample. A

downside to the use of disposable tips is the increased cost associated with
performing the assays.

REAGENTS

Reagents used in automated analyzers require attention to several con-
cerns, which include the following:

e handling, preparation, and storage

e proportioning

o dispensing

Most laboratories use bulk reagents that are ready for use with little or
no preparation. If the reagent is lyophilized, most analyzers will automati-
cally dispense the proper diluent to dissolve the dried reagents. Chemistry
analyzers that use unit test reagents (i.e., where sufficient reagent is present
for the performance of a single test) may require some reagent preparation.
For dry slide analysis, where a thin film is impregnated with the appropri-
ate reagent, preparation consists of wetting the reagent with water, buffer,
or sample. Another type of unit test reagent is a container or test tube
consisting of premeasured liquid or powdered material to which water,
buffer, or sample is added.

Reagents that come wet or dry are maintained within reagent compart-
ments, and a complete inventory is established on a real-time basis within
the computer. Most of the methods used in the laboratory require only a
single reagent; some require two or more. When a reagent becomes
depleted, the computer signals the operator that the reagent container is
empty and a new one should be added. The quantity of reagents that
should be available within the analyzer depends on the volume of testing
done for any given analyte. On-board reagent storage compartments are
refrigerated to maintain reagent stability.

Reagent identification and inventory processes are accomplished with
the use of bar code labels. The bar code label may contain additional
information such as expiration dates, lot numbers, and number of tests the
contents of the container may provide. Some analyzers may couple a liquid
level sensor onto the reagent probe, which is designed to alert the operator
that an insufficient amount of reagent is available to complete the tests.

For all tests, the bar-coded reagent label stores critical information
about calibrators. Examples of stored information include but are not
limited to concentrations of calibrants, expected detector responses, cali-
bration curve algorithms, and tolerances for acceptability of calibration.
This information is often referred to as master lot or master calibration.

An important classification category for all automated analyzers is
based on reagents. Automated analyzers are categorized as open or closed
reagent systems. This distinction is often a key determinant used by labo-
ratory staff to select and acquire an analyzer. An open reagent system is
described as a system in which reagents other than the instrument manu-
facturer’s reagents can be used. Also, in an gpen reagent system, the opera-
tor may change the parameters necessary to run the particular test. Open
reagent systems provide users with greater flexibility and adapt easily to
new methods and analytes. A closed reagent system is described as a system
wherein the operator can use only the manufacturer’s reagents. Usually the
costs of reagents in a closed reagent systems tend to be more expensive, but
closed reagent systems may save on expenses because reconstitution or
preparation of the reagents for use does not require technologist time. Also
the possibility of increased imprecision associated with the reconstitution
of reagents in an open reagent system is negated by a closed reagent system.
One problem with a closed system is that it may not be possible to intro-
duce desired new tests that are not performed on the closed system.
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The correct proportions of reagent(s) and sample(s) must be constant
to achieve precise and accurate results. For unit test applications, reagents
are already apportioned in appropriate amounts, thus only the sample
needs to be added. Methods requiring the addition of bulk reagents
provide an additional means of increasing imprecision. When bulk reagents
are used, proportioning is accomplished by volumetric addition.

Delivery of bulk reagents requires automated volumetric dispensing
devices. For random access analyzers, syringes or volumetric overflow
devices are used. These devices volumetrically proportion reagent and
sample into a test tube or other type of container.

Another mechanism used for proportioning reagents and sample is the
continuous-flow technique. The sample and reagents are proportioned by
their relative flow rates. Devices using continuous flow include peristaltic
pumps. Many instrument designs use electronic valves to control the time
reagents can flow. The flow rate is controlled by the air pressure applied
to the reagent container and the flow resistance in the tubing connected
to the reaction vessel.

Liquid reagents are aspirated, delivered, and dispensed into mixing
chambers or reaction vessels by pumps or positive-displacement syringes.
These pumps are connected to the reagent containers with the use of
plastic tubing. On command from the computer, each pump draws a given
amount of reagent or diluent out of the container and transports it via the
tubing to its destination, where it is dispensed.

Syringe devices are widely used in automated systems for both reagent
and sample delivery. Most are positive-displacement devices, and the
volume of reagent delivered is computer controlled. If the reagent syringe
is to be used for more than one reagent, adequate flushing between uses
is essential to reduce carry-over of reagent.

MIXING

Many unique mixing devices and techniques are used in automated systems.
They include the following:
e magnetic stirring
rotating paddles
forceful dispensing
the use of ultrasonic energy
vigorous lateral displacement
Dry slide analyzers do not require mixing of sample and reagents. The
sample is allowed to flow through the layers containing the reagents.

INCUBATION

Warming components or solutions in automated analyzers is accomplished
by heating air, water, or metal. The warming process must be constant and
accurate. Electronic thermocouples and thermistors are used to monitor
and maintain required temperatures within analyzers. Circulating water
baths are used in several instruments as the warming mechanism. Thus
these analyzers require a water purification and delivery system, which is
usually external to the analyzer and is an additional cost to consider. With
some analyzers, the cuvets or reaction vessels are allowed to incubate
within a chamber containing circulating air. Heated metal blocks are a
widely used device for incubating cuvets, test tubes, or plastic pouches
containing solutions. The timing for each incubation period is monitored
by the instrument’s computer system and represents an extremely complex
process, given the throughput for these systems.

Two novel approaches for incubating reaction mixtures have been
developed and incorporated into automated chemistry analyzers. Siemens
Healthcare Diagnostics (Deerfield, I11.) uses an elongated cuvet path length
and a fluorocarbon oil incubation bath to maximize result accuracy by
enhancing absorbance values, while using microvolume technology for
samples and reagents. This design feature is found in their model Advia
chemistry systems.

Beckman Coulter uses a Peltier thermal electric module in the shape
of a ring to maintain a constant temperature for analysis. Peltier modules
are small solid-state devices that function as heat pumps. The Peltier
thermal ring consisting of 125 quartz/glass cuvets is made of copper. Each
cuvet is surrounded on three sides by copper. Temperature is maintained
by the use of heating and sensing elements in physical contact with a
copper core filled with Freon 134A, and this is controlled by the reaction
beat controller board assembly, mounted in the wheel’s handle. Calibration
information is stored on two electrically erasable, programmable, read-
only memory integrated circuits (ICs [electrically erasable programmable
read-only memory]) on the reaction beater controller board and the heater/
sensor board.
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DETECTION

Absorption spectroscopy has been the principal means of measurement in
automated analyzer design to measure a wide variety of compounds.
Reflectance photometry has been adapted to dry slide analysis and has
been used in chemistry laboratories for decades. Fluorescent compounds
(e.g., fluorescein) as signal generators have been used for measurement of
drugs, hormones, and vitamins in several immunoassay analyzers. In the
past decade, chemiluminescence compounds such as acridinium have
replaced fluorescent compounds because of improvements in sensitivity.
Electrochemiluminescence methods have also been incorporated into
automated systems. Automated electrolyte measurements have been
accomplished using ion-selective electrodes. All of these means of detec-
tion have been discussed elsewhere in this edition. In this section, the focus
will be on new approaches to measuring compounds with automated
analyzers.

Novel approaches to measurement designs include not only addition
of new measurement principles but also inclusion of two or more unique
detectors in one analytic system. Most of the integrated chemistry analyz-
ers being marketed today incorporate several measuring platforms. Each
platform requires a distinct detector. The Roche Cobas Integra 800 incor-
porates a photometer, ISE, fluorescence polarization immunoassay (FPIA)
optics, and turbidimetric optics.

The Beckman Coulter Synchron LXi725 Clinical System includes a
luminometer, a photometer, electrochemical detectors, and a near infrared
detector (Fig. 5-3). Infrared detection is used for the near infrared particle
immunoassay (NIPIA) method to measure high-sensitivity C-reactive
protein (hs-CRP). A 940 nm light-emitting diode produces light that is
directed into a cuvet to measure hs-CRP.

OTHER UNIQUE FEATURES LOCATED IN
NEW AUTOMATED INSTRUMENT DESIGNS

Most chemistry analyzers use a high intensity polychromatic light source,
usually a quartz/halogen lamp. Some analyzers use a xenon light source;
this lamp lasts longer (5-year life span) because its operating voltage is
maintained at a lower level than in other lamps. The xenon lamp provides
a very intense polychromatic light that is useful for many and varied
analyses.

All fully automated general chemistry analyzers are capable of sampling
directly from the collection tube. Direct tube sampling along with bar code
reading has eliminated the need to transfer samples into another container,
has reduced errors, and has minimized technologist exposure to potentially
biohazardous material. Tubes are typically decapped before sampling;
however, some chemistry systems such as the Beckman Coulter UniCell
Dx analyzers offer cap-piercing technology. The analyzer uses a blade to
slit the stopper, and the sample probe pierces the stopper to withdraw an
aliquot of sample. Note that cap-piercing technology is available on all
high throughput hematology analyzers.

Laboratory automation can consolidate multiple workstations into a
single unit. The Siemens Dimension RXL integrated chemistry system
combines comprehensive chemistry and stat immunoassay testing in a
single, compact system with the smallest footprint for an instrument of its
capabilities. The Dimension Xpand Plus features a large menu of varied
assays, fast time for first results, stat interrupt capabilities, throughput of
approximately 400 tests/hour, as well as reagent flexibility.

The Beckman Coulter Synchron LXi725 Clinical System is constructed
differently from the Dimension Xpand Plus. The Synchron LXi725 system
(see Fig. 5-3) is designed as a self-contained integrated modular system.
Samples are placed in a load area and are shuttled to the closed tube aliquot
unit, which is similar to a small track design. An aliquot of each sample is
placed in the immunoassay analytic unit for processing; the rack and
primary tubes are then released for general chemistry testing.

POSTANALYTIC STAGE

The electrical signal generated by the detector, representing analyte
concentration, is directed into the analyzer’s microprocessor or computer.
The instrument computer represents a means to accomplish several tasks,
which include signal processing, data handling, and process control.
Signal processing involves the conversion of an analog signal derived
from the detector to a digital signal that is usable by all communication
devices. The processing of data by computers has allowed automation of
nonisotopic immunoassays, reflectance photometry, and other nonlinear
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Figure 5-3 Beckman Coulter Synchron LXi725 Clinical System has a large test menu

Calif., with permission.)

assays because computer algorithms can transform nonlinear standard
input signals into linear calibration plots.

Data processing by computers includes data acquisition, calculations,
monitoring, and displaying data. In addition to transforming data into
linear calibration plots, computers can perform statistics on patient and
control values. Computers can perform corrections on data, can subtract
blank responses, and can determine first-order linear regression for slope
and intercept. Computers can monitor patient results against reference
values. They can also test control data against established quality control
(QC) protocols. Computer monitors can display all types of information,
including patient results, QC data, and maintenance and instrumentation
operation checks.

The computer has a profound impact on the entire process of auto-
mated laboratory instruments. Within the analyzer, the computer com-
mands and times electromechanical operations so they can be done in a
uniform manner, in repeatable fashion, and in the correct sequence. These
operations include activating pipetting devices, moving cuvets from one
point to another, and moving sample tubes and dispensing reagents, to
name a few.

A computer provides a means of communication between the analyzer
and the operator. Instrument computers can display information usable by
the operator, such as warnings that something may not be working prop-
erly, or that a specific reaction has exceeded method-defined parameters.

Chemistry analyzer computers can display graphic information such as
Levey—Jennings QC charts and calibration curves. They also can be pro-
grammed to “flag” data that do not meet some predefined criteria. The
operator can reprogram the computer to meet a specific need, such as
adding a new test or changing an operating parameter.

A computer has the ability to be linked to other computers, and this
has drastically improved automation efforts. Instrument computers can be
linked via interfaces (e.g., RS232) to laboratory information systems (LISs)
to provide a means of transmitting information in a unidirectional or
bidirectional format. Instrument computers are now being equipped with
the means to link to the internet via a transmission control protocol/
Internet protocol (TCP/IP). Instrument manufacturers have designed ana-
lyzer computers that will link up from the laboratory’s to the company’s
own manufacturing site. This link-up is done in real time and serves to
monitor the instrument’s performance at all times. If a problem with an
analyzer does develop, the manufacturer can see real-time data to help the
laboratory resolve the problem in the shortest time possible.

Several other features available in newer instrument designs are worth
noting. On-board troubleshooting is available on many systems through
the analyzer’s computers. In the event a problem occurs, technologists may
access the system’s help protocols, which guide them through a step-by-
step procedure in an effort to resolve the problem. Some of these on-board
troubleshooting programs are sophisticated and include video and graph-
ics. Another on-board feature available in some systems is a training
program. This is an effective feature that serves to augment staff training
of new users to the system.

(146 assays) and will accept user-defined chemistries. (From Beckman Coulter, Brea,

AUTOMATED SYSTEM DESIGNS
AVAILABLE FOR LABORATORIES

TOTAL LABORATORY AUTOMATION

The idea of totally automating a clinical laboratory has its roots in Japan,
and the process was first tried in the early 1980s. Early designs used
one-arm robots, conveyor belts, and modifications to existing chemistry
analyzers to perform as many preanalytic and analytic tasks as possible with
no human intervention. Each laboratory workstation was coupled to the
conveyor belts, so that samples could be moved from one workstation to
another. Continued research and modifications to these earlier systems led
to the development of commercial TLA systems designed for hospital-
based laboratories.

A'TLA approach can be described as the combination of several instru-
ments, consolidated instruments, workeells, integrated workeells, or inte-
grated modular workeells that are coupled to a specimen management and
transportation system, as well as a process control software component, to
automate a large percentage of laboratory work.

An example of a TLA is the Roche Diagnostics system that includes
Modular Pre-Analytics (MPA) and platform C (i.e., the chemistry ana-
lyzer). The Roche TLA consists of an integrated tract device that connects
all of the laboratory workstations, including front-end processing, instru-
mentation, and archiving, to create a continuous, inclusive network that
serves to automate nearly every step involved in the testing of each sample.
TLA can incorporate testing specimens for chemistry, hematology, coagu-
lation, and immunochemistry.

Advantages of TLA include a decrease in labeling errors, reduced
turnaround times, and a reduction in full-time equivalents (FTEs). Labo-
ratories using a high degree of automation thus have the ability to bring
new assays into the laboratory by using some of the staff no longer needed
for automated testing.

Major limitations of TLA include the need for substantial financial
investment and increased floor space (Wilson, 2003). Initial investment
monies may reach millions of dollars, and floor space requirements may
exceed 4000 square feet. Another factor that requires the attention of
planners because of the complex nature of TLA is the need for highly
technical personnel to operate and troubleshoot the system. Other chal-
lenges to TLA include infrastructure remodeling, personnel team build-
ing, and software interfacing. In addition, several of these systems do not
allow interruption of the workflow to analyze emergency (stat) samples
(Battisto, 2004).

MODULAR INTEGRATED SYSTEMS

In the United States, only about 7% of laboratories are considered able to
benefit from TLA. A hospital with fewer than 600 beds may not be suitable
for TLA. Therefore, modular automation provides a more attractive
approach for hospital laboratories and physician group laboratories because
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Figure 5-4 Siemens StreamLab Analytic Workcell links multiple-dimension systems via a single operator interface and features automated preanalytic and postanalytic

functions. (From Siemens, with permission.)

the systems are smaller, and they require less initial capital investment and
less planning than TLA (Sarkozi, 2003). Modular systems can be config-
ured to include several different platforms (e.g., hematology, immuno-
chemistry). Also, the combination of modules can include multiple identical
models of analyzers, preanalytic models, and postanalytic modules. These
modules are linked into a single testing platform that interconnects
through a track or other “connector”-type device. Individual modules can
be added to the entire system to reflect changes in workload or testing
patterns.

CONFIGURATION OF
AUTOMATED MODULES

WORKSTATION CONSOLIDATION

Workstations represent a unique environment within a laboratory facility
dedicated to one type of testing (e.g., hematology, immunoassays). All
stages of specimen testing are carried out for a particular discipline at its
respective workstation. One approach to improving workflow has been to
consolidate workstation data management. This design allows a technolo-
gist to monitor a variety of analyzers (typically from the same vendor) from
a single workstation.

WORKCELLS

Workeells are configured in combination with a specimen manager and
instruments or consolidated instruments, including, for example, both
chemistry and immunochemistry systems that provide a broad spectrum
of analytic tests. A specimen manager is a mechanical device that stores
and buffers specimens before and after analysis. These devices may have
pre-analytic and post-analytic specimen processing capabilities (e.g., cen-
trifugation, decapping). Modular workcells are workcells in which the
instruments used are configured to interface directly with the specimen
manager. The Siemens StreamLAB analytic workeell (Fig. 5-4) is an
example of this type of workcell. The StreamLLAB integrates pre-analytic
and multiple analytic components (e.g., Dimension Systems) via a single
operator interface. Siemens offers an optional centrifugation module.

FULLY INTEGRATED SYSTEMS

The trend in automation design is to integrate several modules into one
continuous system that will allow the user to assay photometric chemistry,
immunoassay chemistries, both homogeneous and heterogeneous, and
electrochemistries. The tests menu for fully integrated systems exceeds 125
tests and includes immunoassays, routine chemistries, and ion-selective
electrodes. All modular integrated systems use random access technology
that allows the analysis of different chemistry assay types.
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Beckman Coulter (Olympus) integrated automation can incorporate
analyzers, for example, the AU5400 Integrated Chemistry-Immunoassay
Analyzer (Fig. 5-5), to provide the laboratory with a combination of instru-
ment platforms. This system is a true random access analyzer with test
throughput rates exceeding 3000 photometric tests/hour. For ISE mea-
surements, the throughput rate is approximately 600 samples/hour. A
distinct advantage of these modular systems is that they can be linked to
two or more modules, thereby increasing throughput.

Siemens’ modular automated Advia Solutions has a full track system
integrated with other testing modules via the Advia WorkCell or the Advia
LabCell automated sample transportation system. The processing system
automatically sends general chemistry specimens to the Advia 1650 Chem-
istry Analyzer and immunoassay specimens to the Advia Centaur.

Another approach to modular integrated automation is exemplified by
Roche Modular Analytics, shown in Figure 5-6. Modular Analytics incor-
porates most of the tests that other integrated systems offer but can
increase the test menu by linking one more module (e.g., Roche Diagnostic
E170). The E170 module offers 25 heterogeneous immunoassays. There-
fore if the laboratory integrates all available modules, including the control
unit and the core load unit, the Modular Analytic can provide a very large
test menu and very high specimen and test throughput rates.

Ortho-Clinical Diagnostics (Raritan, N.J.) offers the Vitros 5600 Inte-
grated System, which uses self-contained multiuse cartridges in dry slide
format. Other technologies include potentiometry, enhanced chemilumi-
nescence, and microparticle agglutination.

OTHER ENHANCEMENTS TO INTEGRATED
AUTOMATED SYSTEMS

Middleware

New versions of middleware are being designed that are user friendly and
entice even small and medium-sized clinical laboratories to incorporate
them into their LIS. This trend has allowed these laboratories to take
advantage of their sophisticated decision management and advanced rule-
based intelligence.

Middleware allows laboratories to connect their existing LIS and
instrumentation to facilitate automatic information processing and to per-
forms tasks not currently done with laboratories’ existing hardware and
software. Middleware packages provide several features and functionality
that includes the following:

e automatic verification of test results through rules-based decision

processing

e automation and customization of work and information based on a

laboratory’s specific needs

o automatic tracking of data and location of samples requiring storage

e automatic sample interference testing and detection

e provision for real-time reflexive testing



Figure 5-5 Beckman Coulter (formerly Olympus) AU5400 fully automated integrated system is available as a two or three photometric unit with versions including one
single- or double-cell ion-selective electrode (ISE) unit. Throughput is 300-800 samples per hour, depending on analyzer configuration. (From Beckman Coulter [formerly

Olympus], with permission.)

d

Figure 5-6 Roche Modular Analytics provides five different analyzer modules with 197 applications, producing throughput rates ranging from 170-10,000 tests/hour.

(From Roche Diagnostics, with permission.)

e automatic comparison of current results with previous results on a
patient’s test (delta checking)

The following examples illustrate specific tasks that middleware can
allow laboratories to complete, although most LISs are incapable of com-
pleting them:

1. Initate a command that will not allow a calculated low-density

lipoprotein (LDL) to be completed if the triglyceride is greater than
400 mg/dL.

2. Calculate serum indices for hemolysis, lipemia, and degree of
icterus, and develop rules that will flag results that exceed their
established limits.

3. Create a command that would remove an automated differential,
and flag the result with a coded comment requiring that a manual
differential needs to be done.

4. Implementation of autoverification protocols is gaining popularity
throughout clinical laboratories in the United States. Middleware
allows laboratory staff to develop their own results, guidelines,
and tolerances for any analyte measured by the analyzer, whether
chemistry or hematology.

Several hardware and software combinations are currently available.

Software applications include the Windows-based Linux OS (Java-based
embedded JResultNetSoftware), QNX (Ottawa, Ontario, Canada), and

Compuware Uniface (Detroit, Mich.). Computer hardware to run these
software operating systems and applications is primarily provided on PCs.
The Linux OS uses Dawning JavaLin/PDI (Ft. Myers, Fla.), and the
Linux operates using the Red Hat Linux (Rayleigh, N.C.) hardware
platform.

ON THE HORIZON

The drivers of automation listed above are continually changing and evolv-
ing, and this will lead to new approaches to the delivery of health care.
Test menus will grow even larger, and new technologies will be needed to
measure these analytes. These new technologies will have to be incorpo-
rated into existing systems. Another demand that systems manufacturers
will need to address is the ability to link different instruments or modules
to their systems. A standardized interface will be required to accomplish
this, and LISs will need to adjust their processors as well. Increased empha-
sis on employee safety and support by legislative efforts will cause instru-
ment manufacturers to continue to develop their products to reduce
exposure to technologists. As the field of proteomics evolves, so will the
methods and instruments required for measurement. Proteomic systems
are currently coming to the marketplace, and in time, this type of testing
will find a place in the clinical laboratory.
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KEY POINTS

Point-of-care testing refers to the scope of laboratory tests that are
performed where patient care is delivered. This includes physician
office testing as well as various hospital locations outside the
laboratory, such as the emergency department, operating room,
and intensive care unit.

When performed in a physician office, simple tests (such as urine
dipstick and whole blood glucose meters) are exempt from most
regulations involving personnel, proficiency testing, and rigorous
quality assurance requirements. These are referred to as “waived”
tests under the Clinical Laboratory Improvement Act. In hospitals,
these tests fall under the laboratory certificate of the parent hospital
or health care facility and generally are subject to stricter
requirements.

Special personnel requirements are necessary (including those for
laboratory director) if a physician office laboratory performs
moderate-complexity testing.

Key components of a hospital point-of-care testing program include
method validation, training of nonlaboratory staff, and clear policies
and procedures to establish who is responsible for each part of the
program. Laboratory oversight is mandatory.

Current technology of select tests in hematology, chemistry, and
microbiology is reviewed and limitations are discussed.

Point-of-care technology in a military theater is reviewed as an
example of the utility of good point-of-care implementation.

Point-of-care testing (POCT; also known as near-patient testing,
alternative-site testing, or patient-focused testing) is used in a variety of
settings such as the emergency department, operating suites, clinics, physi-
cian offices, nursing homes, community counseling centers, ambulances,
pharmacies, and health fairs. POCT brings laboratory testing to the site
of the patient encounter, rather than the traditional practice of obtaining
a specimen and sending it to the laboratory. Real-time measurements of a
patient’s status may be obtained in a short period of time, allowing the
health care provider to address acute patient needs. POCT is recognized
by The Joint Commission (TJC) accreditation body and the Clinical Labo-
ratory Improvement Act (CLIA) of 1988.
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Until the 20th edition of this book, this chapter was devoted to physi-
cian office laboratories (POLs). As shown in Figure 6-1, the number of
POLs grew from the 95,000 laboratories indicated in a similar figure in
the 20th edition of this text to the 110,925 laboratories in October of
2009. However, the Centers for Medicare and Medicaid Services (CMS)
CLIA database (at http://www.cms.gov/CLIA/downloads/statupda.pdf)
shows that at present, only 59,790 of the 134,778 (or just 44%) registered
Certificate of Waiver laboratories are POLs. This indicates that a large
number of facilities that fall into the waived category are point-of-care
facilities, such as emergency departments, operating suites, clinics, and
nursing homes, as mentioned previously. This chapter will focus on the
regulations and procedures recommended for small POLs and POCT sites
where more of this waived testing is expected to occur.

Advances in medical technology, such as prepackaged reagent systems,
microprocessor-controlled reactions and calibrations, and miniaturization
of components, have led to a modern generation of laboratory instruments
that require less technical skill on the part of the operator. Between 1992
and 2003, the U.S. Food and Drug Administration (FDA) rapidly granted
waived status, described later, to 994 test systems ranging in scope from
blood glucose to bladder tumor antigen cancer detection. Currently, more
than 111 assays can be performed within this category. The global POCT
market reached $6.7 billion in 2008 and is growing at a rate of approxi-
mately 7% per year and represents 15% of the U.S. market for clinical
diagnostic testing reagents (Dooley, 2009).

An alphabetical list of currently waived tests can be found at http://
www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfClia/analyteswaived.cfm. As
an example, a check on one of these assays at this FDA website reveals that
more than 29 methods have been approved just for the measurement of
high-density lipoprotein (HDL) cholesterol. New methods such as these
will work their way into both POCT and POLs, blurring their technologi-
cal differences. However, differences in regulatory requirements will
remain and must be observed.

LABORATORY REGULATION
CLINICAL LABORATORY IMPROVEMENT ACT

Under CLIA, a laboratory is “A facility for the ... examination of materials
derived from the human body for the purpose of providing information
for the diagnosis, prevention, or treatment of any disease or impairment

73



http://www.cms.gov/CLIA/downloads/statupda.pdf
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfClia/analyteswaived.cfm
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfClia/analyteswaived.cfm

6 POINT-OF-CARE AND PHYSICIAN OFFICE LABORATORIES

Total CLIA Laboratories Registered
Self-selected Laboratory Types

12000

110,925

10000
1]
9
[e}
§ 8000
o
o)
S 6000
©
8 4000
€
=)
z

2000

Physician Skilled Nursing Hospital Home Community Other
Office  Facility/Nursing Health Clinic
Facility Agency

Type of facility

Figure 6-1 The number of physician office laboratories in October 2009 relative
to hospitals, skilled nursing facilities, and independent laboratories (from the CMS
CLIA database, October 2009, at: http://www.cms.gov/CLIA/downloads/statregi.pdf.)

of, or the assessment of the health of, human beings. These examinations
also include procedures to determine, measure, or otherwise describe the
presence or absence of various substances or organisms in the body”
(Federal Register, 1992). The idea behind CLIA is fairly straightforward:
to ensure the accuracy of patient test results regardless of whether the test
is performed in a large offsite lab or as self-testing in a patient’s home.
Currently, in vivo and externally attached patient-dedicated monitoring
devices (e.g., pulse oximetry, mixed venous oxygen saturation [SvO,]
pulmonary artery catheters, capnographs) are not subject to CLIA.
Should it be determined at a later date that they are subject to CLIA,
proper notice and opportunity for public comment will be provided
(general provisions, certificates, and proficiency testing sections of the
CLIA regulations).

Under this definition, “laboratories” are prohibited from soliciting or
accepting human specimens for analysis unless a certificate issued by the
Secretary of the Department of Health and Human Services (HHS) is held
for each procedure that is to be performed. All laboratories are required
to be registered with the federal government and must pay biennial license
fees to have a valid CLIA identification number before performing any
laboratory analysis used in patient care. With evolving technology, the
primary difference between the POL and POCT will be that in the POL,
this certification will be held by the POL, while POCT will be performed
under the laboratory certificate of the parent hospital or health care
facility.

CERTIFICATION AND LICENSING
REQUIREMENTS

CLIA certification relies on laboratory standards that vary according to
the complexity of the measurements performed. Simple tests that the
Centers for Disease Control and Prevention (CDC) has determined to
have low patient risk even if performed incorrectly are waived from most
regulations. These types of procedures include those that have been
approved by the FDA for home use. All laboratories must be certified
under one of the five types of CLIA certificates listed in Table 6-1.

A three-tiered approach was initially implemented to classify all labora-
tory tests on the basis of complexity of testing. The three categories are
certificate of waiver or “waived” tests, moderate complexity tests, and high
complexity tests. Laboratories performing only waived tests would be
exempt from the personnel qualifications, proficiency testing, and the
more rigorous quality assurance requirements associated with more
complex testing. CMS retains the right to conduct spot checks to ensure
that these laboratories are performing only waived tests. Original exempt
tests included urinalysis dipstick or tablet reagent analysis of pH, specific
gravity, glucose, protein, bilirubin, hemoglobin, ketone, leukocytes, nitrite,
and urobilinogen. Laboratories performing only waived tests have to reg-
ister and pay a biennial fee.
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TABLE 6-1
Types of CLIA Certificates

Certificate of Waiver
e Certificate issued to a laboratory to perform only waived tests
Certificate for Provider-Performed Microscopy Procedures (PPMPs)

e Certificate issued to a laboratory in which a physician, midlevel
practitioner, or dentist performs no tests other than the microscopy
procedures; permits the laboratory to also perform waived tests

Certificate of Registration

o Certificate issued to a laboratory that enables the entity to conduct
moderate or high complexity laboratory testing or both until the
entity is determined by survey to be in compliance with CLIA
regulations

Certificate of Compliance

o Certificate issued to a laboratory after an inspection that finds the

laboratory to be in compliance with all applicable CLIA requirements
Certificate of Accreditation

¢ Certificate issued to a laboratory on the basis of the laboratory’s
accreditation by an accreditation organization approved by the Health
Care Finance Administration

Obtained at: http://www.cms.gov/CLIA/downloads/HowObtainCertificateofWaiver.
pdf.
CLIA, Clinical Laboratory Improvement Act.

It is important to understand that the original list of waived tests speci-
fied by Congress included only the short list of generic tests provided
earlier. In addition, provision was made so manufacturers could add spe-
cific methods to the waived list through a certification process maintained
by both the CDC and the FDA. This incentive to manufacturers allowed
them to appeal to a larger market and has led to a rapid influx of devices
and methods that are now classified as waived. The list of approved waived
tests is updated regularly and can be found at the FDA website given previ-
ously. Over the past decade, a majority of office laboratories began to shift
from moderately complex testing to waived testing, most likely because of
this rapidly broadening menu. These same measurements are appropriate
for the POCT arena.

A fourth category, provider-performed microscopy procedures
(PPMPs), was created in 1993 and expanded in 1995. This category consists
of any test that involves a health care provider using a microscope and
includes all of the following procedures: all urine sediment examinations;
direct wet mount preparations for the presence or absence of bacteria,
fungi, parasites, and human cellular elements; all potassium hydroxide
preparations; pinworm examinations; fern tests; postcoital direct qualitative
examinations of vaginal or cervical mucus; nasal smears for granulocytes;
fecal leukocyte examinations; and qualitative semen analysis.

Only certain professionals are permitted to perform the procedures
under this PPMP category if an exemption from the moderate complexity
designation is to be retained. These include licensed physicians, dentists,
and midlevel practitioners such as nurse practitioners, nurse midwives, and
physician assistants under the supervision of a physician, only if authorized
by the state in which the practice is located. With PPMP, the specimen
must be examined during the patient visit; the specimen must be obtained
from the provider’s own patient or from a patient of a group medical
practice of which the provider is a member or an employee.

The primary instrument for performing the test under the PPMP
certificate is the microscope, limited to bright-field or phase-contrast
microscopy. The specimen is usually labile, or a delay in performing the
test could compromise the accuracy of the test result. In general, control
materials are not available to monitor the entire testing process, and
limited specimen handling or processing is required.

In moderately complex testing, a laboratory performs only waived tests
and one or more tests designated as moderately complex by the FDA.
To determine at which complexity level a particular method has been
categorized, a searchable CLIA test complexity database is available at:
http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfCLIA/search.cfm.
Manufacturers of moderately complex tests must submit their testing
system to the FDA for classification. Therefore, this database will be
continuously updated along with the waived test list.

Laboratories must submit an application to HHS or its designee on a
form prescribed by HHS detailing the number, type, and methods
employed for each measurement or examination, as well as the qualifi-
cations of the persons directing, supervising, and performing these
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TABLE 6-2

Personnel Requirements for a Laboratory Performing
Moderately Complex Testing

Director The director is responsible for the overall management
and direction of the laboratory but does not have to
be onsite at all times. A broad range of experience
and education is acceptable, for example, a physician
with 1 year of experience directing/supervising a
nonwaived laboratory with 20 continuing medical
education credits (CMEs) in laboratory practice would
qualify, as would a person with a bachelor’s degree
and 2 years’ laboratory training/experience plus 2
years’ supervisory experience in nonwaived testing.
Depending on education and experience, the director
could qualify for all other positions.

These people are responsible for specimen processing,
test performance, and test results reporting. The
minimum requirement is a high school diploma or
equivalent and training for the testing performed.

These individuals are responsible for technical and
scientific oversight of testing. The minimum
requirement is a bachelor’s degree with 2 years’
laboratory training or experience in nonwaived testing.

These people provide clinical consultation. The minimum
requirement is a doctoral degree with board
certification.

Testing
personnel

Technical
consultant

Clinical
consultant

From Centers for Disease Control and Prevention Moderate Complexity Testing
Overview at: http://www.cdc.gov/clia/moderate.aspx.

procedures. Certificates may be valid for up to 2 years, and any changes
in the information required in the application must be submitted to HHS
or its designee within 30 days of any change in ownership, name, location,
or director. Changes in method complexity require notification within 6
months of the change. This application may be submitted through an
approved accrediting body or state agency if the accrediting standards of
the agency are equal to or are more stringent than those of HHS, and if
the agency is authorized to inspect the laboratory as frequently as required
and submit to HHS required records and information.

LABORATORY DIRECTORSHIP

Laboratories that perform under a Certificate of Waiver or with a certifi-
cate for PPMP can perform waived testing without the overhead of having
personnel who meet established qualifications in training, experience, job
performance, and competency. However, if any moderate complexity tests
or measurements are performed, CLIA requires that the laboratory be
directed by a laboratory director and/or a laboratory consultant with at
least the directorship credentials listed in Table 6-2. This director is to be
responsible for determining the qualifications of individuals performing
and reporting test results, as well as ensuring compliance with all applicable
regulations. The director is also responsible for the analytic performance
of all assays, and must monitor ongoing proficiency, accuracy, and preci-
sion. If more than one individual in the practice qualifies as a laboratory
director, the laboratory is required to designate one as being responsible.
It must be demonstrated that the laboratory director is providing effective
direction for the operation of the laboratory, and if he does not provide
onsite direction, he must provide consultation by phone or delegate to
qualified personnel with specific responsibility as required by regulation.
Online courses are available that allow physicians to qualify as director of
a moderately complex laboratory by obtaining 20 hours of continuing
education credit. A list of courses can be found on the CMS website at:
hetp://www.cms.gov/CLIA/15_CME_Courses_for_Laboratory_
Directors_of_Moderate_Complexity_Laboratories.asp.

For POCT, a separate certification is usually not necessary when it is
performed under the supervision of the laboratory director responsible for
laboratory services in a health care facility. POCT that occurs within a
health care facility, at sites that are located in contiguous buildings on the
same campus, and under common direction can be performed under the
certificate of the parent organization. When assays and procedures are
performed in a situation such as this, the terms “waived” and “complexity”
no longer have meaning. The test menu is no longer restricted to waived
testing; however, more frequent inspections and higher scrutiny are
received in return. Because the parent organization typically

TABLE 6-3
Point-of-Care Checklist

1. Equipment, if needed, must be evaluated.
2. A person of sufficient managerial authority is designated as being respon-
sible for the site.

3. Persons performing the test must be trained and competency assessed,
and this must be documented.

4. A written procedure must be available and followed.

5. Calibrations and quality control samples must be run at regular
intervals.

6. All patient results must be documented, and the relationship to quality
control measures must be clear.

7. Appropriate action must be taken and documented on all out-of-range
quality control results.

8. Appropriate action must be documented on all abnormal patient results.

By congressional law, CLIA ‘88, a regulated test is any measurement used in the
diagnosis, treatment, and management of a patient.
CLIA, Clinical Laboratory Improvement Act.

has a certificate that allows testing at all levels of complexity, it is the
responsibility of the laboratory director to ensure that the test method used
at the POCT site is appropriate for the skills and training of those per-
forming the test. What inspectors do not tolerate could be called “rogue
testing.” This occurs when a clinic or service sets up a test without the
knowledge and supervision of the laboratory director. With the new tracer
method used by accrediting agencies such as TJC, if an inspector finds a
lab result and traces it back to a laboratory that is not adequately supervised
by the laboratory director, a citation may be issued to the discredit of the
health care facility.

COMPLIANCE

In addition to CLIA, all laboratories must adhere to regulatory procedures,
particularly in the outpatient setting. First, all testing for which Medicare
is billed must be medically necessary. Screening tests and other measures
of wellness generally are not covered. Medical necessity determination is
implemented by Medicare, Medicaid, and other insurance carriers through
Current Procedural Terminology (CPT) codes used in conjunction with
International Classification of Disease (ICD) codes. When the ICD-10
code does not warrant the CPT-4 code, payment is rejected. Even worse,
if it is determined that a laboratory deliberately added codes to obtain a
higher payment than it deserves or payment for work that it has not done,
it can be charged with fraud, which is a felony and the laboratory will be
subjected to fines. Errors are assumed to be deliberate unless a compliance
program is in place that actively seeks to uncover billing errors.

Another potential pitfall is Stark regulations. The Stark laws, which are
named after their original sponsor Representative Fortney Pete Stark
(D-CA), were intended to prevent unnecessary self-referrals intended to
boost revenue. Under Stark, physicians are prohibited from referring
Medicare patients to laboratories in which the physician (or a close family
member) has a financial interest. Because this prohibition would be detri-
mental to most POLs, it is important to understand the “safe harbors” that
allow legitimate self-referral.

CLIA ’88 created standards for POL laboratories and POC testing in
the United States that predated similar measures on the international
scene. However, an international working group has proposed and adopted
ISO 22870-2006 as an international standard for POCT testing. These
standards are more extensive than current CLIA requirements; however,
CLIA is a minimum federal requirement, and states and other accrediting
agencies can impose standards that are more rigorous. An evolution of
accreditation expectations may occur over the next few years to meet these
international standards. Thomas has published a summary of these inter-
national standards with cross-referencing to current College of American
Pathologists accreditation standards (Thomas, 2008).

RECOMMENDED POINT-OF-CARE
PROTOCOL
Table 6-3 shows the recommended steps that should be taken when POCT

tests are set up. In the first step, the equipment must be obtained and
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evaluated. Professional laboratorians usually have a good sense of what is
available on the market. Point-of-care instrumentation tends to consist of
handheld, durable units with easy analysis, simple quality control (QC),
varied reporting methods, low throughput, and higher unit cost per test.
Easy analysis and simple QC make these methods more likely to be clas-
sifiable as waived, allowing less well trained operators. At regular intervals,
cross-correlation between POCT methods and central laboratory methods
should be obtained to ensure that differences between POCT devices and
central laboratory results are minimized and not mistaken for changes in
a patient status.

Experience has shown that a POCT site operates far more efficiently
when a person of sufficient authority is designated as being responsible for
the site. With a responsible person in charge, reporting of suspected equip-
ment malfunctions will be quicker, controls will be more reliably per-
formed, and it is less likely that untrained individuals will attempt to
perform testing.

In the third step, persons performing the test must be trained and their
competency assessed, and this must be documented. Training documenta-
tion should include the date of initial training, as well as any additional
in-services and competency assessments conducted. This documentation
can include the performance of controls and/or proficiency samples as a
measure of competency assessment.

Next, a written procedure must be available and followed. These pro-
cedures should adhere to the manufacturer’s recommended steps and
should be simple, easy to follow, and functional, rather than a collection
of articles, package inserts, and instrument protocols that are too disor-
ganized for the inexperienced operator to use. The procedure manual
should include specimen requirements; procedures for specimen collec-
tion, identification, and processing; assay methods; reference intervals; and
quality control and reporting methods. Because this is standard practice in
laboratories, it should be fairly easy to have a procedure designed by the
central laboratory staff.

Calibrations and quality control samples must be run at regular inter-
vals. This is often the most difficult task to implement with nonlaboratory
staff members who have not been indoctrinated in the importance of
controls and calibrations. For this reason, many instruments designed for
the POCT arena have features that block the reporting of results when
appropriate calibrations and controls have not been performed. Some
instruments can even lock out staff who have not been properly trained
and issued a code recognizable to the machine.

All patient results must be documented, and their relationship to QC
measures must be clear. Inspectors are not pleased when they find on
tracers from medical records evidence of test results being used 7 days
a week and controls being run Monday through Friday by only a small
fraction of the users. In addition, if laboratory analyzers are in use, records
of preventive maintenance and any corrective maintenance must be kept.
Finally, if the POCT is being operated under the certificate of a central
laboratory, it is a requirement that these POCT tests be enrolled in a
proficiency testing program, such as that provided by the College of
American Pathologists, in which results of proficiency samples are sent
periodically to the proficiency testing service. These results are compared
with those of a peer group to ascertain the accuracy of the specific tests.

Appropriate action must be taken and documented on all out-of-range
QC results. Often it is best to have POCT staff call the central laboratory
when controls fail because this creates the opportunity to review proce-
dural steps and have a better-trained POCT staff. Quality has costs, but
lack of quality can cost even more.

Appropriate action must be documented on all abnormal patient
results. In this day of wireless networks, it is better to have POCT results
transmitted to the computer and included with laboratory results gener-
ated centrally for comparison. If this option is not available, results should
at least be written in the chart rather than being acted upon without proper
documentation.

SELECTION OF MEASUREMENTS

With the explosion of waived methods coming onto the market, selection
of POL/POCT lab measurements should begin with a check of available
methods at the FDA website listed previously. The next, if not more
important, consideration is the likelihood of reimbursement. Many insur-
ance plans have agreements with national reference laboratories and
require that lab tests be referred to the contracted lab. It may be necessary
to prove the value of services rendered with patient satisfaction surveys,
and the lab should be prepared to document better care and value to the
managed care organization.
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The next most important consideration in method selection is the
volume of patient samples that will be measured and reimbursed. Infre-
quently performed assays are difficult to control for quality and can lead
to expensive outdating of reagents. Some estimate of which measurements
are most frequently ordered by the physician clientele is absolutely neces-
sary. Ongoing monitoring of usage statistics in an established laboratory
is also necessary. Even university hospitals, which generally attempt to
provide full service, require special circumstances before providing an
assay that is ordered fewer than 10 times per week. Low volume assays can
easily degrade to a situation where controls, standards, calibrators, and
repeats outnumber actual billable specimens at ratios greater than 2:1.

Point-of-care instrumentation tends to consist of hand-held, durable
units with easy analysis, simple QC, varied reporting methods, low
throughput, and higher unit cost. Easy analysis and simple QC make these
methods more likely to be classifiable as waived, allowing less well trained
operators. The menu of selectable tests can be limited, but the explosion
of testing methods in the waived classification is changing this.

Central laboratory equipment tends to consist of desktop or floor
standing units with high throughput and low cost per test, with full sample
management and reporting capabilities if not connected to a laboratory
information system. Here the intent is to perform moderate and high
complexity testing. Greater technical skill is usually needed by the opera-
tor, and full proficiency assessment, including controls and regular profi-
ciency testing, is required.

With POCT, the two most important considerations that must be taken
into account are whether the testing is necessary for immediate decision-
making, and whether staff members at the POCT site are sufficiently
motivated to comply with testing procedures, including controls and com-
petency maintenance. Examples of immediate decision-making include
troponin testing as used in the emergency department (ED) to determine
the disposition of the patient, and pregnancy testing administered before
radiologic procedures. In these types of situations, the cost recovery in
time savings and throughput to a health care system can be greater than
the additional costs of maintaining the POCT site.

Maintenance of sufficient motivation by staff members at the POCT
site to comply with testing procedures is critical for a successful POCT
site. The first step should be to assign responsibility for all testing to
someone at the site with sufficient managerial control over staff. Failure
to do this usually results in the testing site staff failing to follow procedures
because they do not directly report to laboratory staff, and hence perpetual
arguments occur between laboratory QC staff and testing site staff.

CURRENT TECHNOLOGY

The test menu is the greatest limitation in current POL/POCT technol-
ogy. Although a large number of waived methods have been approved by
the FDA, many are single test kits or single test strips, and separate devices
may be needed at the POCT site to perform needed tests. With diabetes,
which could be the largest market for POCT, as an example, where does
one find a device that does both glucose and hemoglobin Alc (HbAlc)?
This complicates staff training, method calibrations and controls, and
reporting mechanisms. Incorporating results into the electronic medical
record is hampered by this need for multiple devices, in that the cost of
interfacing instruments that perform only one test can be prohibitive. For
this reason, medical record interfaces tend to be limited to high volume
tests such as bedside glucose testing or multitest platforms such as the
I-Stat. The “art” of POL/POCT implementation and/or consultants is
knowing how to craft the menu of POCT that would be most effective at
a given location.

HEMATOLOGY

Hematology testing is somewhat limited in the POCT arena. Although
hemoglobin or hematocrit is available on POCT blood gas or chemistry
devices, no waived methods are available for the white blood cell count or
differential. Therefore, a busy hematology/oncology service that is depen-
dent on cell counts to decide whether to continue or change the dosage
of therapy has to establish a moderate complexity lab with the associated
regulatory and personnel requirements, or has to accept the delays of
central lab testing.

Coagulation testing using POCT prothrombin time (PT) measure-
ments has become a mature POCT area with the common establishment
of “Coumadin clinics,” where patients’ anticoagulant therapy is monitored
and regulated. This is advancing to self-testing with the use of waived
devices, similar to home glucose monitoring, where patients monitor and



alter dosage on the basis of home testing. Although this may seem danger-
ous, Mennemeyer and Winkelman have shown that switching from one
laboratory to another between successive PT tests increased the odds of
stroke and acute myocardial infarction by factors of 1.57 and 1.32, respec-
tively (Mennemeyer, 1993). Therefore, the use of a consistent device in a
POCT setting may be less dangerous than the changes that are seen in the
PT and international normalized ratio (INR) when patients switch between
laboratories.

CHEMISTRY

Glucose testing is clearly the industry leader in terms of volume of POCT
testing, and hemoglobin Alc testing seems to be rapidly increasing.
Concern has been expressed about using bedside glucose testing for tight
glucose control in the intensive care unit setting because of potential
episodes of hypoglycemia (Hoedemaekers, 2008), and Eastham has
demonstrated that interfering substances can produce erroneous POCT
measurements in 1.2% of patients admitted over a 12-month period
(Eastham, 2009).

HbAlc measurements will be used more frequently in the future for
the monitoring and diagnosis of diabetes. However, current POCT
methods may not be up to the proposed task. Schwartz et al. described a
multipractice study that compared a one-step POCT HbAlc instrument
with central laboratory measurements; investigators found a bias that
indicated that 18% of patients with laboratory HbAlc >7% would
have been missed by the POCT test. And in a comparative study,
Lenters-Westra and Slingerland found that six of eight available HbAlc
POCT sites on the market failed to meet certification criteria of
the National Glycohemoglobin Standardization Program (Lenters-
Westra, 2010).

Intraoperative immunoassay of parathyroid hormone (PTH) measure-
ments has revolutionized surgery for hormone-secreting tumors such as
parathyroid adenomas (Sokoll, 2004). Although the cost of specialized
testing in the operating suite using dedicated instrumentation, as well as
frequent in-servicing of POCT staff, is high for the laboratory, when this
is compared with the per minute cost of operating room time and the labor
cost of physicians and staff involved in doing the surgery, the cost to the
health care system is markedly reduced by POCT. Accuracy and compari-
son with the central laboratory PTH level are relatively unimportant
because the values that are being compared involve large changes in PTH
levels before and after an intervention.

Another area of chemistry that is rapidly changing involves creatinine
and cardiac markers in EDs. Creatinine measurements and pregnancy tests
are used to determine whether patients can be appropriately referred for
radiologic procedures. Nichols et al. (2007) questioned the accuracy of two
POCT creatinine assays. But in these situations, when values near the
decision points for creatinine are obtained, the specimen can be referred
to the central lab for confirmation, while the remaining patients can be
moved on more rapidly increasing throughput. With pregnancy testing,
an assay with high sensitivity should be selected to yield a high predictive
value for a negative result.

In a review of the literature on the use of POCT for serum markers of
cardiac necrosis in terms of the process and outcomes of patient care in
the ED, Storrow (2009) found general agreement that POCT led to sig-
nificantly decreased turnaround time for cardiac marker results reporting
to the ordering physician. In addition, improvements in other ED effi-
ciency measures (e.g., time to therapy and total ED length of stay) were
seen. However, investigators could find no evidence that POCT for cardiac
biomarkers has an effect on clinical outcomes of patients evaluated for
acute coronary syndrome. In a multicenter, randomized, controlled study
comparing laboratory and POCT cardiac marker testing strategies, Ryan
et al. (2009) found similar reductions in turnaround time, but effects on
ED length of stay varied between institutions. Across all sites, POCT
testing did not decrease time to disposition for admitted or discharged
patients (Ryan, 2009).

MICROBIOLOGY

Given the long turnaround times experienced with most microbiology
testing, the availability of effective POCT could radically change practice
in infectious disease. This can be seen quite clearly with the advent of
effective POCT for human immunodeficiency virus (HIV). Performance
characteristics of the available POCT HIV assays have been reviewed and
were found to have comparable sensitivity and specificity to conventional
enzyme immunoassays (Campbell, 2009). In early infection, however, these

assays were found to be less sensitive than nucleic acid amplification
testing. Appiah (2009) compared POCT HIV testing in a voluntary
counseling and testing (VCT) clinic and in a tuberculosis (T'B) clinic in
Ghana and found that in both clinics, 100% of patients offered POCT
accepted it, but only 93% of VCT clients and 40% of TB patients
had accepted a standard HIV test offered 6 months earlier. Moreover,
all patients attending the VCT or TB clinics who tested positive for HIV
with the POCT test returned to the HIV clinic for care, but only 64%
and 95%, respectively, of patients who tested positive in the previous
cohort had returned for follow-up, indicating a strong change in patient
behavior when access to POCT and immediate results is provided
(Appiah, 2009).

Other infectious disease POCT is not quite so effective. Rapid group
A streptococcal antigen testing is relatively insensitive, with sensitivity
estimates ranging from 60% to 90%, making the recommendation neces-
sary for backup blood agar culturing for all negative POCT antigen results.
Waived testing for respiratory viruses is limited to respiratory syncytial
viruses and influenza A and B viruses with similar sensitivities. Recent
experience with the novel HIN1 outbreak, where all POCT tests indicat-
ing influenza A were assumed to be positive for HIN1, was less than
satisfactory.

POCT IN MILITARY OPERATIONAL
ENVIRONMENTS

BACKGROUND CONCEPTS

In the military operational environment, POCT utilizes hand-held testing
devices to provide laboratory data on specific patient types in austere set-
tings. Three concepts will help the reader grasp military operational
POCT: the echelon of care system, planned evacuation of sick and injured
patients, and hostile and/or spartan working conditions. Currently in the
United States, theater medical care is organized into five ascending levels
of capability (Stephenson, 2008). Echelon I, the lowest level, spans a range
from “buddy” or self aid (such as placing a tourniquet on a wounded
comrade in the field) to a makeshift medical tent, to a simple Troop Medical
Clinic on a small base staffed by a physician and several trained assistants
(called medics in the Army and corpsmen in the Navy). These small clinics
will offer some POCT and are further discussed later. Echelon II sites are
typically mobile facilities where emergent surgical stabilization can be
performed. In the U.S. system, these are divided into forward resuscitative
surgical suites (FRSSs) with two general surgeons and a few support staff,
and forward surgical teams (FSTs) composed of four surgeons, including
one orthopedic surgeon, and ancillary staff. The FST is a larger entity than
the FRSS, but both can be transported on a few military vehicles and
established and broken down in a matter of hours. Echelon IT facilities
include larger clinics than those in Echelon I, and some have limited
in-patient capabilities. Echelon III is equivalent to a Level I trauma center
in the United States. Such a facility may be a fixed structure, such as the
Craig Joint Theater Hospital in Bagram, Afghanistan, or a series of tents,
as in Balad, Iraq. Both offer trauma bays, surgical suites, intensive care unit
patient care areas, and 24-hour physician and nurse coverage. The only
theater Echelon IV facility is in Landstuhl, Germany. Echelon V centers
include Walter Reed Army Medical Center in Washington, DC, the
National Naval Medical Center in Bethesda, Md., and the Brooke Army
Medical Center in San Antonio, Tex. Patients are successively evacuated
to higher echelons, as indicated by their injury or illness, to a facility that
can provide definitive treatment or rehabilitation. For the purposes of this
discussion, POCT is considered in Echelons I, II, and III—those directly
in the theater of operations.

UNIQUE ASPECTS OF MILITARY POCT

Three differences have been observed in military operational POCT com-
pared with POCT in a stateside hospital or clinic: the patient population,
the algorithm for decision-making, and the degree of flexibility that pro-
viders and technicians have in laboratory testing. First, patients differ in
terms of demographic characteristics—most are young and healthy at
baseline—and their presenting complaint. Obviously traumatic injury is
the most serious complaint, and patients wounded by improvised explosive
devices (IEDs) may present with massive tissue trauma and concomitant
coagulopathy. Common illnesses include acute gastroenteritis, heat-related
symptoms, and upper respiratory infections. Second, POCT is used to
make the following decision: Treat the patient and release him to quarters
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TABLE 6-4
Point-of-Care Testing (POCT) by Common Patient Type
POCT
Goals Data needed instrument
Trauma Assess coagulopathy,  PT, PTT, Hb, Hct, i-STAT or
patient anemia from electrolytes, Hemochron
blood loss blood gas Jr
Acute Gl Assess dehydration BUN, glucose, Hb,  i-STAT
illness and electrolyte Hct, Na, K, Cl,
derangements HCO;, anion
gap, blood gas
Ward Intervene as anemia, Hb, Hct, PT, Na, i-STAT,
inpatient coagulopathy, K, Cl, HCO;, Precision
electrolyte, or Glucose Xtra
metabolic
disturbances
develop

BUN, Blood urea nitrogen; G, gastrointestinal; Hb, hemoglobin; Hct, hematocrit;
PT, prothrombin time; PTT, partial thromboplastin time.

(and then have him return to duty), or stabilize the patient and evacuate
him to the next echelon of care where more definitive treatment can be
provided. Any patient who presents to a theater medical facility is evaluated
using this algorithm, and laboratory data are an adjunct in making this
decision. Third, laboratory testing in the austere setting of a military
theater of operations enjoys flexibility not present in stateside facilities. Far
from regulatory agencies, hospital and clinic laboratories have the option
to streamline their testing as circumstances warrant. Thus, if quality
control reagents cannot be delivered because the tactical environment so
dictates, then tests are sometimes performed anyway. The justification is
that it is more important to generate laboratory results on a wounded
patient with a reasonable assumption that the data are accurate than it is
to suspend testing until proper controls can be run. Laboratory staff
members make great efforts to adhere to the standards in place in the
United States, but do not hesitate to make well-informed adjustments to
these standards when necessary.

KEY EXAMPLES OF POCT BY PATIENT TYPE
The Trauma Patient

The goals in this patient type are to stabilize the injured and then evacuate
to the next appropriate echelon of care. (Table 6-4 summarizes the goals,
necessary laboratory studies, and instruments in use in the theater.) Stabi-
lization involves airway management, immediate wound care, and resusci-
tation with intravenous (IV) fluids and, as needed, blood products.
Evacuation typically occurs within minutes to an Echelon II facility and
within hours to an Echelon III hospital, although security and weather
factor into this timeline. Patients may be held up to 6 hours at Echelon II
and up to 3 days at Echelon III sites, but again, this is dependent on the
ability of the patient to be safely evacuated if this is what is required for
that individual’s care. Key laboratory data in the trauma patient include
Hb and hematocrit (Hct), PT, ionized calcium level, and arterial blood
gases. The trauma patient with significant hemorrhage is in a dynamic
state, and Hb and Het must be interpreted accordingly; if the patient has
been adequately volume resuscitated, then these data are useful. If not,
then the ordering physician must integrate this fact into the assessment.
A common platform in use in the theater is the i-STAT. The EG7+ car-
tridge provides Hb and Hct if the sample is anticoagulated with ethylene-
diaminetetraacetic acid (EDTA), and it provides Na, K, iCa, and blood gas
parameters (pH, pCO,, pO,, TCO,, HCO;, BE, and SO,) on whole blood
samples with no anticoagulator with sodium heparin. Samples with no
anticoagulant must be used for the i-STAT coagulation cartridge, which
provides PT and INR. Another instrument used to assess coagulopathy is
the Hemochron Jr Signature (International Technidyne Corporation, Pis-
cataway, N.J.). It yields partial thromboplastin time (PTT) as well as PT
and INR and uses citrated blood, which allows for a brief delay before the
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test must be performed. The i-STAT whole blood sample obviously must
be run immediately, before the blood clots.

Acute Gastrointestinal lllness

The goals are to assess dehydration and the electrolyte disturbances that
accompany it, and from there to determine if the patient can be managed
with supportive care where he is, or if he requires evacuation to a higher
echelon facility. Echelon I capabilities often include IV fluids and beds or
stretchers for very short-term care; Echelon II sites may hold a patient for
several hours. Necessary laboratory data include blood urea nitrogen
(BUN), glucose, Cl, K, Na, Hb, Het, anion gap, and blood gases. The
i-STAT module EC8+ provides all of these and is a particularly useful
cartridge for the patient with vomiting and/or diarrhea. If the laboratory
data suggest severe dehydration and electrolyte derangement at an Echelon
I facility, evacuation is probably indicated. Milder abnormalities are often
managed with 1 to 2 liters of IV fluids, antiemetics, and a sick-in-quarters
chit. Because acute gastroenteritis is a very common illness in the opera-
tional setting, physicians readily choose an i-STAT cartridge such as the
EC8+ to capture just these data.

Ward Inpatients

The goal in the ward inpatient is to assess the patient’s hemostatic and
metabolic status, identifying any abrupt change that would require inter-
vention. In select patients, blood glucose may be followed easily with
POCT. In others, such as trauma victims or the critically ill, PT, Hb, and
Het may be performed immediately to assess a suspected change in hemo-
stasis. Similarly, ionized calcium and electrolytes may be measured at the
bedside in a patient with electrocardiogram or mental status changes with
quick turnaround. For bedside glucose measurements, the Precision Xtra
(Abbott Diabetes Care, Abbott Park, Ill.) is in use in at least one Echelon
IIT center. The i-STAT fills the role of providing the other tests, using the
EGT7+ and PT/INR cartridges.

LIMITATIONS OF POCT IN OPERATIONAL
ENVIRONMENTS

POCT has a few limitations in the operational environment. First, some
smaller medical facilities, particularly at the lower echelons, utilize medics
without extensive laboratory training to perform tests. Although the mili-
tary has training programs specifically for laboratory technicians, the
medic assigned to an Echelon I facility may be a generalist, or may have
special training in some other allied health field but must fill the role of a
generalist as operational requirements dictate. Thus, the medic’s familiar-
ity and skill in performing laboratory duties is not comparable to what one
would see in a stateside hospital. Related to this is the risk that attention
to QC and quality assurance (QA), record keeping, and supervisory review
will be decreased compared with the norm in U.S. laboratories. This is the
downside to increased flexibility. Smaller medical outposts do not willfully
ignore the need for QA and documentation, but may of necessity give them
lower priority than emergent treatment and evacuation of casualties.
Finally, logistical backlogs hinder POCT as well. If controls or reagents
cannot be adequately stocked, then technicians must choose between using
expired reagents (if they have them) or not performing tests at all. Although
the supply chain is an occasional obstacle in stateside laboratories, this is
even more likely in a military theater.

CONCLUSIONS

POCT in a military theater of operations balances the limitations incurred
in an austere setting with the flexibility inherent in hand-held testing
instruments and unique to the field environment. Drawbacks to POCT
exist both in the rigor of testing practice—less experienced staff and patchy
quality assurance and supervisory oversight—and in the range of tests
offered. Logistical considerations preclude the use of all testing panels
available with the i-STAT instrument. A few select menus are utilized
rather than all that are commercially available. Still, small, mobile plat-
forms such as the i-STAT allow military corpsmen and medics to perform
key tests on critically ill and injured patients and to assist in their treatment
in a hostile setting, thus representing an extremely valuable adjunct to
patient care.
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KEY POINTS

Laboratory results must undergo a two-step postanalytic review for
analytic correctness (using delta checks, linearity ranges, etc.) and for
clinical significance for the patient (applying critical values, reference
ranges, pretest and posttest probability, etc.)

Reference intervals are most commonly defined as the range of values
into which 95% of nondiseased individuals will fall; this definition
implies that 5% of nondiseased individuals can have laboratory results
outside the reference range.

The ability of a test to discriminate disease from no disease is
described by the sensitivity and specificity of the test. Sensitivity is the
probability of a positive result in a person with the disease (true-
positive rate). Specificity is the probability of a negative result in a
person without disease (true-negative rate).

Screening tests require high sensitivity so that no case is missed.
Confirmatory tests require high specificity to be certain of the
diagnosis.

Altering a test cutoff has a reciprocal effect on sensitivity and
specificity. A cutoff can be lowered to include all cases (100%
sensitivity), but this reduces the specificity (i.e., increases
false-positives).

Receiver operator characteristic (ROC) curves plot the true-positive
rate versus the false-positive rate and graphically present the range of
sensitivities and specificities at all test cutoffs. If two tests are
compared, the more accurate test is closer to the upper left-hand
corner of the ROC curve.

The likelihood ratio of a test refers to the ratio of the probability of a
given test result in the disease state over the probability of the same
result in the nondisease state. The likelihood ratio of a test changes as
the cutoff value defining disease and nondisease is varied.

Predictive value describes the probability of disease or no disease for
a positive or negative result, respectively. The predictive value of a
positive test increases with disease prevalence.

Bayes’ theorem uses information about test characteristics (sensitivity
and specificity) and disease prevalence (pretest probability) to obtain
the posttest probability of disease, given a positive test. Similarly, it
can be used to determine the posttest probability of no disease,
given a negative test.

Evidence-based medicine is a process by which medical decisions can
be made by using as many objective tools as possible; it integrates
the most current and the best medical evidence with clinical expertise
and patient preferences.

Every time a clinical laboratory produces a test result, the value must
undergo a two-step postanalytic evaluation process. The result needs to be
assessed for analytic correctness and for clinical significance. It is often
assumed that these two tasks can be easily divided between the performing
laboratory, which is responsible for determination of analytic correctness,
and the clinical team, which is responsible for evaluation of the clinical
meaning of the results. However, significant overlap is seen in the respon-
sibilities for these tasks. Although the laboratory performs most of the
review of laboratory results for analytic reliability by using techniques such
as delta checks, flagging of questionable results, moving averages, and
linear ranges, it is incumbent upon the clinician to review every laboratory
result with regard to the patent’s clinical situation and to question the
analytic reliability of implausible results. On the other hand, one of the
most important factors in the analysis of the clinical significance of a labo-
ratory result is comparison of the reported value versus a reference range.
In most settings, reference ranges are determined by the laboratory, with
varying degrees of input from the clinical staff. Postanalytic decision-
making is therefore a shared responsibility of the laboratory and the clini-
cal staff, and it behooves both groups to maintain constant communications
to optimize every part of the process. The purpose of this chapter is to
discuss the process of postanalytic review of laboratory data and their use



in medical decision making, and to provide general tools for the objective
interpretation of laboratory results.

ASSESSMENT OF ANALYTIC
CORRECTNESS OF RESULTS

ALARMS AND FLAGS

Modern diagnostic laboratories often analyze large numbers of samples
with highly automated instruments. A majority of the results are never
visually inspected by a human eye, and many results are released into
patients’ electronic medical records without prior review by a laboratory
employee. To prevent the release of erroneous results, most laboratories
utilize a variety of “flags” or alarms. The flagging of specimens or results
that require additional analytic steps or review before they can be released
can be performed by the automated instrument itself, by specialized
middleware, or by the laboratory information system. Flags can indicate a
problem with the specimen (e.g., the presence of an interfering substance)
or an issue with the result (e.g., a numeric value outside the analytic range
of the method, or the need for confirmation by an additional assay).

Flags for Problem Specimens

Many automated instruments can measure the amount of sample present
in a collection tube and flag samples that contain amounts inadequate for
a reliable analysis. The laboratory will have to identify another tube con-
taining an adequate sample volume, or will request the collection of a new
sample. Another frequent cause of inadequate samples is the presence of
high concentrations of interfering substances in the specimen, most com-
monly lipids (lipemia), hemoglobin (Hb) (hemolysis), paraproteins (gam-
mopathies), or bilirubin (icterus). The mechanism for this interference is
dependent on the substance and the analytic method. For example, in
spectrophotometric assays, lipids interfere mainly by increasing light
scatter (turbidity); in assays using ion-specific electrodes for measurement,
lipids will affect results by solvent exclusion. A more detailed discussion of
interference mechanisms is provided elsewhere in this text. Most com-
mercial assays will list concentrations of interfering substances, above
which assay results are no longer valid. Visual inspection is often an ade-
quate means of assessing the presence of unacceptable concentrations of
interfering substances. Samples that are grossly hemolyzed or icteric, for
example, may be immediately flagged by the technologist as inappropriate
for analysis. However, automated analyzers are able to detect troublesome
levels of interfering substances, even when they are not apparent to the
laboratorian at the macroscopic level. Automated systems can measure the
concentrations of bilirubin, lipid, and hemoglobin in samples and can
present the degree of interference present as an index (Vermeer, 2005;
Kroll, 1994). If the index exceeds a given threshold, then the sample is
flagged as problematic and should be rerun after removal of the interfering
substance, or it should be rejected. Serum bilirubin and Hb levels have
been shown to correlate very tightly with interference indices, but because
of the chemical heterogeneity of serum lipids, lipemia indices do not
correlate as well (Fossati, 1982).

Flags for Specimens That Require Additional
Analysis With Another Method

Some laboratory technologies are screening methods that allow for rapid
analysis of large numbers of samples, almost instantaneous reporting of
results on most samples, and identification of potentially abnormal samples,
which requires follow-up with a more labor-intensive method. Automated
cell counters are the paradigm of such instruments. These instruments can
often analyze more than 100 samples per hour in a highly automated
fashion; samples that are normal or that show only quantitative abnormali-
ties (e.g., increased or decreased percentage of lymphocytes, low platelet
counts, low red cell counts) can be reported immediately, and samples that
could potentially contain qualitative abnormalities (e.g., atypical lympho-
cytes, platelet clumps, red cell fragments) are flagged for preparation of a
blood smear and further evaluation. The flags are generally based on
forward- and side-scatter and impedance measurements that provide infor-
mation about size and nuclear complexity/granularity of the cells, and on
special stains that help identify the potential presence of immature cells
(Fujimoto, 1999). The sensitivities and specificities of these flags show
poor discriminatory power, and clinical judgment is needed if suspicion of
an underlying hematologic abnormality is high (Briggs, 1999; Ruzicka,
2001; Thalhammer-Scherrer, 1997).

Flags for Problematic Results

An analyte concentration outside the validated linear range is another
common problem affecting samples. Generally, package inserts of com-
mercial assays will provide end-users with an estimated range within
which an increase in signal is linearly related to an increase in the analyte
concentration. The laboratory may validate this range or may establish
its own acceptable linear range when the assay is introduced. Analyzers,
middleware, or the laboratory information system will identify and flag
samples in which the measured analyte values falls outside the linear
range. If the analyte falls above the linear range, many instruments can
automatically dilute and reanalyze the sample. In some cases, a manual
dilution may be necessary, or the information that the result is higher
than a certain value may be sufficient for the requesting clinician.
For example, patients in diabetic ketoacidosis will have glucose meas-
urements >1000 mg/dL, far exceeding the linearity of most analyzers.
These samples will be flagged, diluted by a predetermined factor, and
then rerun before reporting. If an analyte concentration falls below the
linear range, the sample is usually reported as “less than the limit of
detection.”

DELTA CHECKS

Advances in computer technology have facilitated the storage of data from
large numbers of patients and increasingly complex calculations in labora-
tory information systems. This has made it possible to use patient data for
quality control purposes in real time. For example, most laboratories rou-
tinely submit the results of certain laboratory assays to “delta checks”
before releasing them into the patient record. Delta checks are defined as
comparing a current laboratory result with results obtained on a previous
specimen from the same patient. Parameters chosen for delta checks
should not be subject to large intraindividual variations; for example,
many laboratories have delta checks in place for the mean corpuscular
volume of red cells. Suggested assays, thresholds, and time intervals
between measurements can be found in the literature (Ladenson, 1975).
Some studies have suggested the comparison of multiple test parameters
to decrease the false-positive rate of the delta check; however, few labora-
tories have implemented such delta checks. Types of errors detected with
delta checks include preanalytic (e.g., mislabeling of specimens) and ana-
lytic issues (e.g., aspiration of insufficient sample volume by the instru-
ment sample probe) (Kazmierczak, 2003). Laboratories should define
procedures for samples that have been flagged by delta checks; protocols
usually incorporate repeating the assay, reviewing the specimen identifica-
tion, and notifying the clinical staff of the possibility of a mislabeled
specimen.

ASSESSMENT OF CLINICAL
SIGNIFICANCE OF RESULTS

CRITICAL VALUES

A critical value (also known as a panic or alert value) is a laboratory result
that may represent a life-threatening situation that may not otherwise be
readily detectable and therefore requires rapid communication with a
health care provider who can provide necessary medical interventions. The
speedy communication of such results is required by federal law and regu-
latory agencies, and The Joint Commission has made it one of its National
Patient Safety Goals. Regulations require that the critical value and the
patient affected are read back by the health care provider to verify that the
result was correctly communicated. The laboratory then has to document
the communication of the critical value, the name and title of the caregiver
who was notified, the time and date of notification, and the read-back by
the care provider.

No universally accepted guidelines indicate which assays should have
critical values, what the thresholds should be, whether critical values
should be repeated before reporting, and what is an acceptable time from
result availability to caregiver notification. Although it is generally estab-
lished that critical values must be called to a caregiver who has the ability
to act upon the information, there is no universal agreement regarding the
types of caregiver (e.g., physician’s assistant, registered nurse) who fulfill
this definition. This has caused significant variation in procedures related
to critical values at different institutions. It is ultimately the responsibility
of the medical director of the laboratory to work with clinical colleagues
to develop a critical values policy that meets the needs of patients and staff
served by the laboratory.
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7 POSTANALYSIS: MEDICAL DECISION MAKING

REFERENCE RANGES
Definition of Reference Intervals

Comparison of a laboratory result versus a reference or “normal” range is
often one of the most important aspects of medical decision making. Ref-
erence intervals are usually defined as the range of values into which 95%
of nondiseased (“normal”) individuals will fall; the corollary of this defini-
tion is that 2.5% of nondiseased individuals will have laboratory results
below the reference range, and 2.5% of nondiseased individuals will have
laboratory results above the reference range. For some analytes, the refer-
ence range is defined as “less than” or “greater than” a certain value; for
example, a prostate-specific antigen (PSA) level of 4 ng/mL is often used
to distinguish patients who require no further follow-up (“normal”) from
those who require a prostate biopsy (“abnormal”). Some reference ranges
have been defined by professional organizations without adherence to the
95% rule. A paradigm of this is the recommendation of American and
European cardiology associations that “an increased value for cardiac tro-
ponin should be defined as the measurement exceeding the 99th percentile
of a reference control group” (Alpert, 2000). For other analytes (e.g.,
cholesterol/lipids), laboratories frequently provide therapeutic target
ranges that represent recommendations based on clinical trials and/or
epidemiologic studies (Grundy, 2004). Finally, it is common practice to
provide therapeutic and/or toxic ranges for drug measurements.

Factors That Influence Reference Ranges

A variety of factors can influence reference ranges. Different laboratory
methods often yield significantly different results and therefore require
different reference ranges. This phenomenon is best documented and
understood for methods in which measurement of the analyte is based on
one or more antibody—antigen interactions, but it can affect all analytic
methods. Because of differences in age, genetic background, or exposure
to environmental factors, different populations may need different refer-
ence ranges for certain laboratory analytes. Many other factors such as the
containers into which specimens were collected (e.g., glass vs. plastic
tubes), the mode of transport to the laboratory (by messenger or by pneu-
matic tube system), the time between obtaining the specimen and analysis,
and the storage conditions of the specimens before analysis can affect refer-
ence ranges.

Determination of Reference Ranges

Because many factors can affect reference ranges, laboratories are strongly
encouraged to perform their own studies to establish reference ranges for
all analytes they report, usually by testing at least 120 samples from non-
diseased individuals in each “partition” (e.g., gender, age group). If this is
not possible, the laboratory can verify a reference interval that it has previ-
ously established for a different method by transference (i.e., demonstrat-
ing that the new method yields identical results to the previous method).
If the analyte was not previously tested for in the laboratory, the laboratory
can verify another laboratory’s or the manufacturer’s reference interval
(CLSI, 2008).

Variability of Laboratory Results

Interindividual variation of laboratory results often occurs because of
factors specific to individual patients. For example, creatine kinase (CK)
levels are proportional to muscle mass. Thus, a population of normal
subjects will express a range of CK values according to each individual’s
muscle mass, but an individual patient will have a unique set value that is
“normal” for that individual. In clinical practice, this unique value, if
known, is the best “reference value” for a particular individual. Compari-
son of test results from a patient versus such an individualized reference
value has to take into account random variability. Random variability is the
sum of analytic and intraindividual variability. Analytic variability is the
result of assay imprecision. It is usually determined during validation
studies for a new method by running the same sample multiple times and
is expressed quantitatively as the coefficient of variation (CV). Intraindi-
vidual variability is due to biologic changes that cause analyte levels to
fluctuate over time. Well-known examples of this phenomenon include
diurnal variations in cortisol levels, estrogen levels that vary with the
menstrual cycle, and seasonal variations of vitamin D. Many other analytes
show some biologic variability, including changes related to exercise or
food intake. Table 7-1 provides estimates of interindividual and intraindi-
vidual biologic variation for common analytes. As expected, intraindividual
variation is generally less than interindividual variation. The index of
individuality is the ratio of intraindividual CV to interindividual CV. A low
index (<0.6) means that results from a given individual fluctuate within a
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Figure 7-1 Distribution of test results from nonoverlapping populations of patients
with and without disease (see Table 7-3). TN, True-negative; TP true-positive.
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Figure 7-2 Distribution of test results from overlapping populations of patients
with and without disease (see Table 7-3). FN, False-negative; FP, false-positive;
TN, true-negative; TP, true-positive.

narrow range of the reference interval. In such instances, serial changes in
an individual’s analyte may be more useful in detecting disease than in
comparing each of the measurements versus the reference interval (Lacher,
2005). Table 7-1 also shows that the method CV or degree of analytic
variability is usually much lower than the biologic variability and hence is
much less of a factor in affecting the overall random variability of measure-
ments. For some analytes, guidelines have been published as to what
constitutes a clinically significant difference between two consecutive
patient sample results. As an example, Table 7-2 provides this information
for various thyroid function tests (Baloch, 2003).

GENERAL PRINCIPLES FOR THE
INTERPRETATION OF LABORATORY
RESULTS

DIAGNOSTIC ACCURACY
Truth Table

Clinicians often find it helpful and intuitive to dichotomize a continuous
test result into a binary one by applying a threshold value for the analyte.
Although the reference range can be used to separate normal from abnor-
mal values, clinically validated thresholds are also commonly used for
disease classification. For example, the reference range for Hb Alc in a
laboratory may be 4.0%-6.0%, but the clinically established threshold to
classify a patient as diabetic is 6.5%. This means that a patient’s result can
be outside the reference range without meeting the threshold for diabetes.

A test with perfect diagnostic accuracy could determine the presence
or absence of disease with certainty, and the established cutoff point would
perfectly separate diseased from not diseased populations (Galen, 1975)
(Fig. 7-1). However, nearly all laboratory tests are imperfect, and overlap
is seen between populations at both low and high cutoffs (Fig. 7-2).

The diagnostic accuracy of a test is determined by comparing the test’s
ability to discern true disease from nondisease as determined by a diag-
nostic gold standard (i.e., truth). Based on results from the test and the
gold standard, patients can be classified into four groups in a 2 x 2 table
(see Fig. 7-2 and Table 7-3). Patients correctly classified as abnormal are
called true-positives (TPs) and those correctly classified as normal are
called true-negatives (TNs). These true results are the nonoverlapping
areas of the two patient distributions. False results occur because the two
populations overlap (i.e., because a test cannot completely discriminate all
abnormal patients from normal ones). Patients incorrectly classified as



TABLE 7-1

Interindividual and Intraindividual Biologic Variability for Common Analytes

Analyte individual Interindividual CV, % Intraindividual CV, % Index of CV, % Method
Alanine aminotransferase 50.2 23.7 0.47 3.2
Albumin 8.9 2.8 0.31 3.4
Alkaline phosphatase 334 4.4 0.13 6.5
Apolipoprotein A 17.8 7.0 0.39 4.8
Apolipoprotein B 27.6 9.5 0.34 2.7
Aspartate aminotransferase 291 15.1 0.52 3.4
B-Carotene 67.4 24.2 0.36 7.4
Bicarbonate 133 11.0 0.83 2.4
Bilirubin, total 439 24.6 0.56 3.0
C-peptide 65.7 28.4 0.43 7.2
Calcium, ionized 3.6 2.4 0.67 1.4
Calcium, total 4.7 3.3 0.70 2.2
Chloride 3.1 1.9 0.61 1.0
Cholesterol, total 223 8.2 0.37 2.3
Creatinine 18.7 6.8 0.36 1.0
Creatinine, urine 61.3 43.0 0.70 2.2
Fibrinogen, plasma 25.6 16.2 0.63 3.9
Folate 64.3 22.6 0.35 3.6
v-Glutamyl transferase 59.8 16.2 0.27 1.7
Glucose, plasma 12.5 8.3 0.66 1.7
Glycohemoglobin, blood 9.6 1.5 0.16 3.1
HDL cholesterol 28.3 12.4 0.44 2.5
Homocysteine 36.6 18.0 0.49 6.0
Iron 41.6 29.0 0.70 3.2
Iron binding capacity, total 15.5 6.9 0.45 3.3
Insulin, plasma 55.9 25.2 0.45 13.0
Lactate dehydrogenase 21.6 7.9 0.37 6.0
Phosphorus 15.8 9.2 0.58 2.0
Potassium 7.7 5.4 0.70 0.5
Protein, total 6.2 3.5 0.56 0.9
Selenium 13.2 5.1 0.39 4.8
Sodium 1.6 1.3 0.81 0.7
Triglycerides 56.8 28.8 0.51 4.7
Urea nitrogen 32.1 18.0 0.56 3.7
Uric acid 271 9.0 0.33 0.7
Varicella antibody 43.2 13.7 0.32 6.7
Vitamin A 30.7 9.5 0.31 2.5
Vitamin B, 41.6 13.4 0.32 6.2
Vitamin E 35.1 11.3 0.32 2.9

Data from Lacher DA, Hughes JP, Carroll MD. Estimate of biologic variation of laboratory analytes based on the third national health and nutrition examination survey.
Clin Chem 2005;51(2):450-452.
CV, Coefficient of variation; HDL, high-density lipoprotein.

TABLE 7-2 TABLE 7-3
Patient Results N N

Result Disease No disease Total
Analyte Change .

Positive TP FP TP + FP
Total T, 2.2 ug/dL Negative FN TN FN + TN
Free T, 0.5 ng/dL Total TP+ FN FP + TN TP+ FP + FN + TN
Total T; 35 ng/dL ™
Free T, 0.1 ng/dL Sensitivity (%) :100X(TP+FN)
TSH 0.75 mlU/L ™
Thyroglobulin 1.5 ng/mL Specificity (%)—100><(TN+FP)

Data from Baloch Z, Carayon P, Conte-Devolx B, et al. Laboratory medicine practice
guidelines: laboratory support for the diagnosis and monitoring of thyroid Positive predictive value (%) =100 x( Ll )
disease. Thyroid 2003;13(1):3-126. TP +FP

T;, Triiodothyronine; T,, thyroxine; TSH, thyroid-stimulating hormone.

Negative predictive value (%) =100 x (l)
TN+FN

FN, False-negative; FP, false-positive; TN, true-negative; TP true-positive.
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Test cutoffs

No disease A B C D E

Figure 7-3 Effects of varying the test cutoff on overlapping populations of
patients with and without disease.

Disease

TABLE 7-4
Example Truth (2 x 2) Table
Result Disease No disease Total
Positive 196 20 116
Negative 4 180 184
Total 200 200 400
Sensitivity (%) =100 x( 125 )z 98%
196 +4
180
Specificity (%) =100 x| ————— |=90%
pecificity (%) X(180+20) o
L - 196
Positive predictive value (%) =100x| ———— |=91%
196 + 20
. - 180
Negative predictive value (%) =100 x =98%
180+4

In this evaluation study of a hypothetical cardiac marker, 200 patients with acute
myocardial infarction (AMI) and 200 healthy subjects are recruited for a study
designed to mimic a prevalence of 50%. The assay is performed and is compared
with a “gold standard” test for AMI, and the 2 x 2 truth table shown here is
generated. Measures of diagnostic accuracy are determined according to the
formulas outlined in Table 7-3.

normal are false-negatives (FNs), and those incorrectly classified as abnor-
mal are false-positives (FPs). As seen in Figure 7-3, where for ease of
illustration a single cutoff is used to discriminate disease from normal
populations, varying the cutoff changes the numbers of true and false
results in a given population. False results are produced when an analyte
has two relevant cutoffs (e.g., thyroid-stimulating hormone), with over-
lapping populations at both the low end and the high end.

Sensitivity and Specificity
Sensitivity and specificity are measures of the diagnostic accuracy of a test;
they are indicators of a test’s ability to distinguish between disease and
absence of disease at a chosen cutoff. Sensitivity and specificity therefore
are not fixed characteristics of a test and must be calculated from a different
2 x 2 table for each cutoff chosen.

Sensitivity is the ability of a test to detect disease and is expressed as
the proportion of persons with disease in whom the test is positive (see
Tables 7-3 and 7-4). It may also be thought of as the probability of a posi-
tive test given a true disease state as defined by the gold standard. A test
that is 90% sensitive will give positive results in 90% of diseased patients
(TP) and negative results in 10% of diseased patients (FN). Specificity is
the ability to detect the absence of disease and is expressed as the propor-
tion of persons without disease in whom the test is negative (see Tables
7-3 and 7-4). It may be thought of as the probability of a negative test,
given no disease as defined by the gold standard. Thus a test that is 90%
specific will give negative results in 90% of patients without disease (TN)
and positive results in 10% of patients without disease (FP). A test with a
higher sensitivity identifies a greater proportion of persons with disease,
and a test with a higher specificity excludes a greater proportion of persons
without disease.

Sensitivity is also the TP rate, and the inverse (1 — sensitivity) is the
FN rate. If the sensitivity is 95%, 5 of 100 individuals with the disease will
test negative. Specificity is the TN rate, and the inverse (1 — specificity) is
the FP rate. If the specificity is 95%, 5 of 100 individuals without disease
will test positive.
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Effect of Altering the Test Cutoff

When a test cutoft is altered, an inverse relationship between sensitivity
and specificity is noted, and a trade-off between the numbers of FP and
FN results can be seen. Altering a cutoff changes a test’s sensitivity and
specificity because it relates to overlapping normal and abnormal patient
distributions along the test value continuum (see Fig. 7-3). For tests where
high values indicate disease, lowering the cutoff (i.e., moving the cutoff
line to the left) will lead to more diseased patients being classified as
abnormal. Thus, in Figure 7-3, changing the cutoff from C to B increases
sensitivity. If the cutoff is moved to A, then all diseased persons will have
a positive test, and the sensitivity will be 100%. However, increased sen-
sitivity is associated with decreased specificity, and the number of non-
diseased persons with a positive test (FPs) increases as the cutoff is moved
from C to B to A. If the cutoff is raised (i.e., the cutoff line is moved to
the right), more nondiseased patients are classified correctly, and specificity
increases. If the cutoff is moved to E, then all nondiseased persons will
have a negative test, and the specificity will be 100%. However, this will
be accompanied by concomitant decreased sensitivity and additional FIN
results.

The Need for High Sensitivity Versus

High Specificity

FP and FN results can lead to misdiagnosis and inappropriate clinical
management with adverse clinical and financial consequences. For example,
a FP result may cause the unnecessary admission of a patient, needless
additional testing, and invasive procedures. Similarly, a FN result may lead
to a patient’s release from the emergency department despite a life-
threatening disorder. Enhanced assays that provide improved sensitivity
and specificity and thereby allow better discrimination between diseased
and nondiseased populations continue to be developed. However, it is
nearly impossible to eliminate false results entirely because some overlap
between diseased and nondiseased persons is always evident. In most situ-
ations, the cost of a FP or a FN result supersedes the other, and the cutoff
that delineates normal from abnormal can be shifted to reduce the more
significant of the two consequences.

In general, the sensitivity of a test used to screen a population for a
serious disease should be high to capture the majority of cases for confir-
mation by a gold standard. When PSA is used to screen for prostate
cancer, a low threshold is used to capture all potential cases. Many men
without a malignancy (e.g., prostatitis, nodular hyperplasia) will also have
a positive result and need to undergo an invasive procedure for a definitive
diagnosis. These “unnecessary” prostate biopsies, which are performed to
confirm the true cases of prostate cancer, are the FP cost of this sensitive,
but not specific, screening test. In contrast, high specificity is required
when the definitive diagnosis of a serious condition will be based on a
positive result; initiation of toxic or costly therapy can be based only on a
test with the ability to “rule in” the disease with high confidence. A highly
specific test excludes persons without disease (eliminates FPs). In a test
where higher values indicate disease, specificity can be increased by
increasing the cutoff, thereby excluding all persons without the disease;
however, this will also exclude some persons with the disease (see
Fig. 7-3).

Less expensive and less labor-intensive screening procedures with high
sensitivity are often used in combination with more complex, highly spe-
cific tests for confirmation. For example, an enzyme-linked immuno-
sorbent assay (ELISA) is used as an initial test to screen for human
immunodeficiency virus (HIV) infection by detecting broadly reacting
antibodies against HIV antigens. However, some noninfected individuals
with cross-reactive antibodies might test positive (FPs) with the highly
sensitive ELISA screen. These FP individuals can be identified with a
highly specific follow-up test, usually a Western blot. In many combina-
tions of screening and confirmatory tests, the confirmatory test is both
highly specific and highly sensitive, but is inappropriate to use as a screen-
ing test because of cost or test complexity.

Predictive Value and Prevalence of Disease

The predictive value of a positive test (sometimes referred to as positive
predictive value) may be understood as the probability that a positive test
indicates disease. It is the proportion of persons with a positive test who
truly have the disease (see Tables 7-3 and 7-4). The predictive value of a
negative test (sometimes referred to as negative predictive value) is the
probability that a negative test indicates absence of disease. It is the pro-
portion of persons with a negative test who are truly without disease (see
Tables 7-3 and 7-4).



TABLE 7-5

Positive Predictive Value Decreases With
Decreasing Disease Prevalence

Result Disease No disease Total
Positive 49 95 144
Negative 1 855 856
Total 50 950 1000
Positive predictive value (%) =100 x( £ ) =34%

49+95
Negative predictive value (%) =100 x( 855 J =100%

855+1

In this study, a population of 1000 hospitalized patients is studied. Fifty (50) patients
are determined to have an acute myocardial infarction (AMI), and 950 patients
do not have an AMI according to a “gold standard” (prevalence = 5%). If the
cardiac marker described in Table 7-4 is performed on this population, we would
expect a TP rate of 49 (50 AMI patients x sensitivity = 50 x 0.98) and a FN rate
of 1T (FN = total AMI — TP = 49-1); a TN rate of 855 (950 non-AMI x specificity
=950 x 0.90) and an FP rate of 95 (total non-AMI — TN = 950 — 855). The posi-
tive predictive value of the test decreases with a lower prevalence.

FN, False-negative; FP, false-positive; TN, true-negative, TP true-positive.

The diagnostic accuracy of a test tends to diminish as the test becomes
more widely used in a population. Initial validation studies are often per-
formed on a small group of individuals in whom disease is clearly absent
or present. Those who lack the disease are often selected from a population
of subjects in overall good health. In practice, however, patients exhibit a
spectrum of illness, including early or mild disease, which overlaps with
nondiseased individuals, including those with other diseases, some cases of
which might cause an abnormal test result. Thus, the proportion of false
test results is often higher in clinical practice than is claimed by the manu-
facturer from more limited studies in healthy individuals.

The predictive value of a positive test is highly dependent on the
prevalence of the disease being tested. The higher the prevalence, or pre-
test probability, the higher the posttest probability, or predictive value of
a positive test. Consider a test with a sensitivity of 90% and a specificity
of 90% for a disease with a prevalence of 0.1%. Based on the formula, the
predictive value of a positive result (PV+) would be 0.9%. If the prevalence
increases to 5.0%, the PV+ increases to 32%. Thus the predictive value of
a positive test increases as the prevalence increases. This effect of preva-
lence on predictive value is shown in Table 7-5. Predictive value theory
quantifies a concept that is intuitively obvious—a positive result is more
likely to truly reflect disease if it comes from a population of patients with
a high prevalence of disease.

The impact of prevalence on predictive value theory has a practical
application in that it enables one to derive a higher predictive value from
results of a test performed in a high prevalence setting as compared with
a low prevalence setting. For example, consider serum creatine kinase-MB
(CK-MB) measurement for a patient in the emergency department. The
predictive value of an abnormal CK-MB might be only 10%. On the other
hand, if cardiac damage is strongly suspected, the patient might be trans-
ferred to the cardiac care unit (CCU), where, on repeat testing, an elevated
serum CK-MB will have a much higher predictive value. In the restricted
setting of a CCU, the prevalence of acute myocardial infarction is higher.
We can also examine this situation from a pretest probability point of view.
For the patient to be in the CCU (instead of still in the emergency depart-
ment), the clinical suspicion of myocardial damage must be significantly
higher. Because pretest probability determines posttest probability, the
stronger pretest suspicion translates into stronger prediction of disease (see
Bayes’ theorem later).

For a disease with low prevalence, even a test with high sensitivity and
specificity will yield a low predictive value because most positive test results
will be FPs. For example, consider a disease with a prevalence of 1 in
10,000 and a test that is 99% sensitive and 99% specific. The PV+ will
be only about 1% because 99 of every 100 who test positive have a
FP result. One can see that the accuracy of tests for rare conditions
must be very high to reliably predict disease. Thus, besides requiring
near perfect sensitivity, tests that are used to screen for rare diseases have
greater utility in selected populations that offer a higher pretest
probability.

On the other hand, the predictive value of a negative test decreases as
the prevalence of disease increases. However, the effect is small, especially
when sensitivity and specificity are high. Prevalence influences the

TABLE 7-6
Predictive Value of a Positive Test: The Effect of Prevalence

and Accuracy

PREDICTIVE VALUE OF A POSITIVE TEST

Sensitivity, 90%
Specificity, 90%

Sensitivity, 99%

Prevalence, % Specificity, 99%

0.01 0.09 0.9

0.1 0.9 9

5 32.1 83.9
50 90.0 99

predictive value of a negative test to a noticeable extent only when the
starting prevalence is high.

Predictive Value and Accuracy

Improved accuracy (i.e., sensitivity and specificity) enhances the predictive
value of a test. The formula for predictive value (see Table 7-3) from Bayes’
theorem shows that sensitivity and specificity influence the predictive
value. Further, Table 7-6 shows that the predictive value of a positive test
increases with increasing prevalence and improved accuracy. Specificity has
the biggest impact on the predictive value of a positive test, whereas
sensitivity determines the predictive value of a negative test. This is also
appreciated from Table 7-5, where the number of FPs directly influences
the predictive value of a positive test, whereas the numbers of FNs have
the same effect on a negative test.

When a test cutoff changes, its accuracy (sensitivity/specficity) and
predictive value also change. As an example, p-dimer testing is used to
exclude deep vein thrombosis in patients who present to the emergency
department. In the reference population, a value greater than 400 U/mL is
considered abnormal and indicative of thrombosis. For a patient in the
emergency department with symptoms suggestive of thrombosis, an even
lower p-dimer value will predict thrombosis to the same extent as the
>400 U/mL value does in the general population. (Recall that posttest
probability is dependent on pretest probability.) Because a cutoff of
400 U/mL is not 100% sensitive, it excludes some patients with thrombosis,
thereby yielding FNs. Because one cannot risk neglecting a possible case of
thrombosis, a lower value of 200 U/mL could be selected to improve sensi-
tivity, decrease the proportion of FNs, and greatly improve the predictive
value of a negative test. A negative test could then be used to exclude throm-
bosis and obviate the need for additional costly diagnostic studies such as
radiologic scans or lower extremity Doppler.

BAYES’ THEOREM

Clinical assessment and diagnostic tests are inherently flawed, and these
uncertainties must be considered when medical decisions are made.
Sensitivity and specificity represent a summary of the diagnostic accuracy
of a test, but they do not indicate the probability that an individual patient
has a disease after the test result is obtained. It would be useful to know how
the test result changes the probability of disease (i.e., posttest probability),
given certain assay characteristics and disease prevalence (i.e., pretest prob-
ability). Alternatively, it is useful to know that a condition can be ruled out
given a negative test if the probability of disease after a negative test is very
low. To determine this information, one must consider predictive value
theory, also known as Bayes’ theorem. Bayes’ theorem describes the rela-
tionship between posttest and pretest probability of disease or no disease
based on the sensitivity and specificity of the test. P(D) is the probability of
disease before the test result is obtained; this is also known as clinical sus-
picion, prevalence, or pretest probability. P(D1T) is the probability of the
disease after the test result is known; this is the posttest probability. P(D1T)
is the probability that the test is positive when the disease is present, or the
TP rate. P(D) is the probability of not having the disease. P(T|D) is the
FP rate. The probability (posttest) of disease or no disease is calculated;
examples are shown in Table 7-7.

P(DIT) = PID)xPD) _
P(T|D)x P(D)+ P(T|D)x P(D)
Posttest probability = sensitivity X pretest probability

(semsitivity X pretest probability)+
(FPX[1— pretest probability])
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TABLE 7-7
Posttest Probability (Predictive Value) from Bayes’ Theorem

Posttest probability of disease (predictive value) depends on diagnostic
accuracy and disease prevalence. A test for rheumatoid factor is positive
in 95 of 100 patients with rheumatoid arthritis (RA) (sensitivity of 95%),
but is also positive in 10 of 100 non-RA patients (specificity of 90%).
The RA pretest probability (prevalence) is 5% in a rheumatology
practice.

sensitivity x pretest probability

st tEpob il (sensitivity x pretest probability) +
([1- specificity | x [1- pretest probability])
Posttest probability = 0.95x0.05 =33%

(0.95x%0.05)+(0.1x0.95)
Posttest probability of no disease for the same test characteristics.

(1—pretest probability) x specificity
([1- pretest probability | x specificity ) +
([1- sensitivity | x [ 1 pretest probability ])
0.95x0.9
(0.95x0.9)+(0.05x0.05)

Posttest probability =

=99.7%

Posttest probability =

The theorem applies population data and test characteristics directly
to an individual subject, and calculates the probability of the presence of
a disease for a particular patient after a positive test result is obtained and,
alternatively, the probability of the absence of disease given a negative test.
Although sensitivity and specificity describe a test at a particular cutoff
value (e.g., what percent of diseased patients have abnormal results?), the
predictive value describes the state of the patient (e.g., how likely is it that
a given patient’s positive result indicates disease?). The predictive value
depends on sensitivity, specificity, and prevalence of the disease being
tested. Table 7-6 illustrates how disease prevalence, test accuracy, and
predictive value of a test are interrelated (Bayes’ theorem).

This approach requires information about the individual patient and
clinical suspicion of disease, which includes prevalence of the disease in
different populations, to establish the pretest probability of a patient
having a disease. For example, if nothing is known about a patient other
than the test result, then the pretest probability of disease would be the
prevalence of the disease in the population. Clinical suspicion may raise
this pretest probability to 50% based on a thorough clinical history and
physical examination, the clinician’s personal experience, and knowledge
of relevant literature. Pretest probability, or a priori probability, is the
prevalence of disease in the patient’s clinical setting. For example, the
prevalence of myocardial damage among subjects with chest pain is higher
in the CCU than it is in the emergency department.

The pretest probability is used in conjunction with the characteristics
of diagnostic accuracy as summarized in the sensitivity and specificity of
the test. Posttest probability, or a posteriori probability, is the probability
of disease in the posttest situation and is commonly referred to as the
predictive value of the test. As described earlier, pretest probability and
posttest probability are related through Bayes’ theorem (Table 7-7). Addi-
tionally, posttest probability = posttest odds/(posttest odds + 1). The value
of posttest odds is equal to the pretest probability x the likelihood ratio
(LR). The LR is used to change the probability based on test characteris-
tics, as described later.

LIKELIHOOD RATIO

The LR is a convenient measure that combines sensitivity and specificity
into a single number (Table 7-8). Similar to these other measures of test
accuracy (sensitivity and specificity), the LR is an assessment of test per-
formance, and not of disease status, in the patient being tested. Two likeli-
hood ratios are known: the likelihood ratio of a positive test (LR+) and the
likelihood ratio of a negative test (LR-) (see Table 7-8). The LR+ is the
ratio of two probabilities: the probability of a positive test result when
disease is present (TP) divided by the probability of the same test result
when disease is absent (FP). In other words, the calculation gives the likeli-
hood that a test result will occur in a diseased patient as opposed to a
healthy one. For example, serum lipase is used to detect acute pancreatitis;
it may be elevated (higher than the cutoff of 200 U/L) in 90 of 100 indi-
viduals with acute pancreatitis, but it may be similarly elevated in 10 of
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TABLE 7-8
Likelihood Ratio (LR)
Definition:

___probability of test result in persons with disease
probability of same result in persons with no disease

Example

(Rt = SenSItI}/I.t)./
1- specificity

From Table 7-7, using the test for rheumatoid
factor (RF) that is positive in 95 of 100
rheumatoid arthritis (RA) patients (sensitivity
of 95%) but also positive in 10 of 100
non-RA patients (specificity of 90%)

95
_100 _
LR+= 10 9.5
100
__ 1-sensitivity The same test for RF is negative in 90 of 100
~ specificity non-RA patients but is also negative in 5 of

100 RA patients.

(50)
1R-=3100/_ ¢ 06

(5%0)

100 individuals with other causes of abdominal pain. The LR+ at the
200 U/L cutoff is 9, which means that an abnormal lipase is nine times
more likely in individuals with pancreatitis than in those without, or nine
times as many patients with pancreatitis than with other abdominal dis-
eases will have an elevated lipase. The LR refers to the likelihood of the
test result, given the disease. This is not the same as the likelihood of
pancreatitis being nine times greater, given an abnormal lipase. The latter
would be the predictive value of a positive lipase. Alternatively, the LR— is
the probability that an individual with the disease will have a negative test
divided by the probability that an individual without the disease will have
a negative test. Additional advantages of the LR are that it is not influenced
by disease prevalence, and the LR can be calculated for multiple test
cutoffs. Thus, a result’s degree of abnormality can be taken into account
and medical decisions can be made at a point where fewer FN and FP
results are seen.

The LR may also be used, along with pretest probability (prevalence),
to calculate posttest probability (predictive value). Although the concept
is similar to Bayes’ theorem, LR is used to calculate posterior probabilities
in terms of odds and not direct probabilities, making it less intuitive than
Bayes’ method. This is illustrated in the examples in Table 7-9. For a posi-
tive test, an LR+ >1 will increase the posttest probability. The larger the
LR, the greater is the difference between pretest and posttest probabilities.
Regardless of prevalence, a high LR increases the probability that a posi-
tive test result predicts disease. The converse applies for a negative test
result, for which any LR— <1 will decrease the posttest probability. Thus,
tests likely to be useful in clinical practice are those for which a positive
result has a high LR and a negative result has a low LR.

FAGAN NOMOGRAM

Table 7-9 shows two examples of how to calculate posttest probability,
which can be very cumbersome. The Fagan nomogram is a convenient
graphic tool that uses a logarithmic scale to determine posttest probability,
given the LR ata specified cutoff and the pretest probability (Fagan, 1975).
The pretest probability (e.g., clinical suspicion, prevalence) is plotted on
the y-axis on the left-hand side, the posttest probability on the right-hand
side, and the LR between them (Fig. 7-4, 4). When the Fagan nomogram
is used, the pretest probability is located on the left axis, and a line is
drawn from that point to the LR+ value. Then this line is further extended
until it intersects the right axis at the posttest probability. Online calcula-
tors are available to establish these values with a graphic representation
(Schwartz, 2002). The example in Figure 7-4, B, is taken from the data
in Example 1 in Table 7-8. In this example, a line is drawn from the
pretest probability of 5% to the LR for a positive rheumatoid factor test
(LR+ = 9.5) at a particular cutoff. The line is then extended and crosses
the right axis to give a posttest probability of approximately 30%, which



TABLE 7-9

Likelihood Ratio (LR) and Probability of Disease

The LR and pretest probability (prevalence) can be used to calculate
posttest probability (predictive value). This is best understood by
expressing probability in terms of odds.

Definitions:

pretest probability
1- pretest probability

Step 1. Pretest probability
is converted to pretest
odds to calculate
posttest odds of disease
or no disease (see
examples).

Step 2. Posttest odds is
calculated. Note: As LR
of a positive or negative
result increases, so do
the odds that the result
will predict disease or
no disease, respectively.

Step 3. Odds are
converted back into
probability to calculate
the posttest probability
(predictive value) of a
positive or negative test.

Pretest odds =

Posttest odds = pretest odds x LR

posttest odds

Posttest probability = W

Example 1

From Table 7-7, the rheumatoid arthritis pretest probability (prevalence) is
5% in a rheumatology practice. From Table 7-8, the LR of a positive
rheumatoid factor test is 9.5. Note that the probability of disease
increases from 5% (pretest) to 33% (posttest) because of the positive
test result.

pretest probability __0.05
1- pretest probability 1-0.05

Posttest odds = pretest odds x LR+ =0.053x9.5=0.5

Pretest odds = =0.053

posttestodds 0.5

= =0.330r 33%
(1+ posttest odds)  (1+0.5)

Posttest probability =

Example 2

From Table 7-8, the LR of a negative rheumatoid factor test is 0.06.
Although the probability of disease increases from 5% (pretest) to 33%
(posttest) because of the positive test result (Example 1), the probability
of disease decreases from 5% (pretest) to 0.3% (posttest) because of the
negative test result.

pretest probability ~ 0.05
1- pretest probability 1-0.05

Posttest odds = pretest odds x LR—=0.053x0.06 = 0.003

posttestodds 003
(1+ posttest odds) ~1+0.003

Pretest odds= =0.053

Posttest probability = =0.3%

is similar to the numeric calculation. In Example 2, the same pretest prob-
ability with a likelihood ratio of a negative rheumatoid factor test of 0.06
shows a posttest probability of approximately 0.3%, again similar to the
manual calculation.

RECEIVER OPERATOR CHARACTERISTIC CURVES

Because diagnostic tests are not perfect, there is always a tradeoff between
sensitivity and specificity, making it difficult to determine an optimal
cutoff. The receiver operator characteristic (ROC) curve is a useful tool
for identifying the optimal cutoff for a diagnostic test by calculating the
sensitivity and specificity combinations across the entire range of cutoff
values. In addition, the ROC curves of two or more tests can be compared
to identify the one with the greatest discriminating ability (Zweig, 1993).

An ROC curve is constructed by calculating sensitivity and specificity
across the entire range of cutoffs for the diagnostic test being evaluated.
Sensitivity is plotted on the y-axis and 1- specificity (or the FP rate) on
the x-axis; construction of the curve shows the tradeoff between sensitivity
and specificity at each cutoff. The ROC curve for a test with no ability to
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Figure 7-4 Fagan nomogram (see Table 7-9). (A, Modified from Fagan T]. Letter.
Nomogram for Bayes’ theorem. N Engl | Med 1975;293(5):257. B, Modified from
Schwartz A. Diagnostic test calculator, 2002. Available at: http://araw.mede.uic.edu/
cgi-bin/testcalc.pl.)
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1.0

Sensitivity
(true-positive rate)

0.0
1 - Specificity (false-positive rate)

Figure 7-5 Receiver operator characteristics curve: effect of varying the cutoff
value for separating disease from no disease (also see Fig. 7-3).

1.0

Sensitivity
(true-positive rate)

0.0 1.0
1 - Specificity (false-positive rate)
Figure 7-6 Receiver operator characteristic curves for two tests. Note that Test 1

is always superior to Test 2 because it has higher sensitivity than Test 2 (i.e., it is
always above and to the left of Test 2).

predict disease (i.e., random chance) is a 45-degree line drawn through the
origin. As the discriminatory ability of a test increases, the curve progresses
outward toward the upper left-hand corner. The area under the ROC
curve (AUC) is a single measure of the overall discriminating ability of a
test; the minimum AUC is 0.5, which is the area under the 45-degree line,
and the maximum AUC is 1.0 for a perfect diagnostic test. Because diag-
nostic tests are not absolutely perfect, the AUC will range from 0.5 to 1.0;
the higher the AUC, the greater is the overall discriminating ability of the
test. In general, an AUC that is greater than 0.8 suggests that the diagno-
stic test has good discriminatory power.

Point A on the ROC curve in Figure 7-5 has the highest sensitivity but
has low specificity. Increasing the specificity to point B trades the higher
specificity for lower sensitivity. The optimal cutoff is identified by the
coordinate that maximizes discriminatory power, which, in this example,
is point C. Point C is also the location on the ROC curve with the largest
distance perpendicular from the 45-degree line. The second useful applica-
tion for the ROC curve is to compare two or more diagnostic methods by
calculating the area under the curve. If the area under the curve is similar,
then no difference is observed between the two tests. However, if one ROC
curve has a greater AUC than a comparison test, it has better sensitivity
and specificity at all cutoffs. For example, in Figure 7-6, test 1 is better
than test 2 at all cutoffs and therefore would be the better test. However,
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Figure 7-7 Receiver operator characteristic curves for two tests. Note that the
curves cross. See text for interpretation.

curves may cross, indicating that performance depends on the desired use
of the test (i.e., whether a higher sensitivity or specificity is required for
clinical use). In the example in Figure 7-7, test B has a lower FP rate than
test A at high sensitivity, which makes it a better screening test; test A
would be the better confirmatory test because it has greater sensitivity at
high specificities.

POSITIVITY CRITERION

The LR may be used to select the optimal cutoff for an assay that best
separates disease from nondisease. As was previously discussed, the LR,
like sensitivity and specificity, varies with the cutoff. To select the optimal
discriminatory cutoff, one might simply pick the cutoff resulting in the
greatest LR for a positive test. However, this approach does not take into
account the clinical impact of the test result. The clinical consequences
of a FP test (e.g., unnecessary surgery) or a FN test (e.g., a missed chance
to treat) need to be weighed when the optimal cutoff is determined.
The positivity criterion is a method that allows one to assess the optimal
cutoff with numeric estimates for clinical impact, or consequences, of test
results.

In determining which cutoff will serve as the positivity criterion, a finite
list of possible cutoffs is generated, and an LR for a positive test is calcu-
lated for each cutoff value. Next, the consequences of each of the four
possible testing outcomes (TP, TN, FP, and FN) are assigned numeric
estimates with respect to some outcome (e.g., morbidity, mortality, cost).
For example, the clinical consequence of missing propionic acidemia on
newborn screening by tandem mass spectroscopy is an increased risk of
metabolic decompensation before diagnosis, with resultant developmental
delay and long-term disability. One might estimate the consequence of this
FN as 0.1; quality of life (QOL) lived in this state of misdiagnosis has 10%
of the QOL lived without disease. It is important to note that the conse-
quence of TP may not always be 100%, or equivalent to healthy life.
Indeed, for propionic acidemia, even neonatal diagnosis may not com-
pletely alleviate the burden of disease. A possible estimate of the conse-
quence of a TP on morbidity would be 80%. Similar estimates are
determined for the remaining two outcomes. Values for the estimated
consequences, as well as prevalence estimates of the disease, are then used
in the equation that follows, where ¢TN, cFP, ¢TP, and c¢FN are the
estimated consequences of each diagnostic category, and P(D) is disease
prevalence and P(D) is 1-prevalance. The LRy esnoid is the optimal assay
cutoff.

P(D) L CIN = P
P(D) TP-cFN

From the list of possible analyte concentrations, one can now select the
cutoff that most closely approximates the LR emoit- In this way, one may

select a test cutoff that not only optimizes the discriminatory power of the
assay, but also fits the clinical need that the test is meant to address.

LRtbre.rbold =



TABLE 7-10

Positivity Criterion

% disease with this value

Cutoff or greater on assay
R1—Dbarely positive 5
R2—weakly positive 20
R3—intermediate positive 20
R4—strongly positive 25
R5—uvery strongly positive 30

% without disease with this value

or greater on assay LR-positive test

30 0.17
40 0.5
15 1.33
10 2.50
5 6.00

The characteristics of a theoretical test for a disease with a prevalence of 10% are shown. Possible cutoff values for this assay ranging from a barely positive reading to a
very strongly positive reading are denoted as R1 to R5, respectively. The percentage of patients with and without disease at or above each cutoff is also provided. The
likelihood ratio (LR) for a positive test for R1-R5 is calculated from the information in the table (see explanation in text).

Consider a theoretical test for a disease shown in Table 7-10 with
a prevalence (pretest probability) of 10%. RI-RS5 represent possible
assay cutoffs, where R1 represents a barely positive result and RS a
strong positive test result. Table 7-10 shows the percentage of diseased
patients (defined by a gold standard) with a test result greater than the
cutoffs defined as R1-RS5. In addition, the percentage of patients without
disease at each cutoff is shown. As the value for the cutoff increases
from R1 to RS, the percentage of patients with disease increases. Using
this information, an LR for a positive test can be calculated for each
cutoff level.

Next we consider the consequences of an FN/FP and TP/TN result
on the assay in terms of QOL. It is important to note that consequences
can be estimated in terms of a variety of outcomes, including cost, excess
mortality, or even cost-benefit, and each of these will result in a different
positivity criterion. Assume that a missed diagnosis (FN) results in a QOL
thatis 70% that of a healthy person. Furthermore, assume that an FP result
will lead to an unnecessary workup and anxiety, with a QOL that is 93%
that of a healthy person. Finally, QOL for a TP living with a correctly
diagnosed disease may be considered as 80% the QOL of a healthy person.
Finally, a TN person experiences 95% the QOL as a fully healthy, untested
person. Values for consequences are generally estimated from the literature
or from expert opinion. By plugging the values for consequences into the
above formula for LR esholq, We Obtain a value of 1.8. In other words, the
assay is most efficient, in terms of maximized quality of life, at an LR+ of
1.8. From Table 7-10, the positivity criterion for this assay should be
between R3 and R4, and closer to R3.

EVIDENCE-BASED MEDICINE

Historically, medical decisions have relied heavily on clinical experience,
expert opinions, and other subjective or uncontrolled sources of informa-
tion. This has also been true in laboratory medicine, where often an
inadequate foundation of evidence is found to support existing practices
(Price, 2000; Price, 2003). There may be no clear understanding of why a
test is ordered, or what clinical question it is trying to answer. Alternatively,
there may be no information on whether or how a test affects patient
outcomes, such as morbidity, mortality, cost, patient satisfaction, risk, and
discomfort (Bruns, 2001). For example, it is not clear whether point-of-
care testing improves patient diagnosis and discharge in the emergency
department (Price, 2003; Bruns, 2001; Kendall, 1998; Westgard, 2004;
Trenti, 2003). Studies of clinical effectiveness in the clinical laboratory are
hard to find because they are expensive and difficult to design (Price, 2000;
McQueen, 2001). In addition, laboratory consultation is often based on
the tradition of clinical and laboratory experience and less on a systematic
approach to determining the current best evidence (Price, 2003). In con-
trast to traditional approaches, evidence-based medicine (EBM) is a
process by which medical decisions can be made by using as many objective
tools as possible. This, in turn, can help reduce the uncertainty of medical
decision making. EBM is a systematic practice that integrates the most
current and best evidence with clinical expertise and patient preferences
when making medical decisions (Sackett, 2000). EBM places emphasis on
critically analyzing information from the literature and developing know-
ledge for medical practice (Sackett, 1983; Elstein, 2004; Sackett, 1991,
Ludmerer, 2004). EBM encourages the cultivation of continuous learning
and sharing of medical knowledge at all levels of training from medical
student to attending physician (Ludmerer, 2004). Since the time of its
introduction, EBM has grown to become a key tool for all health care
providers.

Practicing EBM consists of five steps (Price, 2000; Price, 2003; Sackett,
2000): (1) Ask a clinical question based on a patient encounter; (2) acquire
information by searching resources; (3) analyze and critically evaluate the
information, and reach a conclusion that answers the clinical question;
(4) apply the information to individual patients; and (5) audit effectiveness
and monitor the literature.

A clinical encounter of a patient with a health care provider generally
results in a clinical question that necessitates one or more laboratory
tests—whether for screening, diagnosis, prognosis, or monitoring of treat-
ment. The question that is developed should be specific to a decision that
must be made for that patient. The question compares an intervention
such as ordering a diagnostic test versus accepted practice. The clinical
question can be described in four parts and summarized with the acronym
PICO (Sackett, 2000; Elstein, 2004): Problem (P): What is the problem
of interest for the specific patient? Intervention (I): What intervention is
being considered? Comparison (C): To what alternatives can the interven-
tion be compared? Outcome (O): Is there a quantifiable clinical outcome
that can be measured?

For example, a 55-year-old man, who recently returned from a trip to
Europe, complains of swelling of the right leg, which upon examination is
warm, red, and swollen. The clinical question can be summarized as
follows: Problem: Is p-dimer a good “rule-out” test for deep vein throm-
bosis in a middle-aged man with a risk factor for thrombosis (such as
lengthy travel)? Intervention: p-dimer test. Comparison: Venous ultra-
sound or venography as the reference method. Outcome: Predictive value
of p-dimer in “ruling out” deep vein thrombosis.

A second example might be the following: A 58-year-old man with
atrial fibrillation arrives in the emergency department with gastro-
intestinal bleeding due to a warfarin overdose. Problem: Is vitamin K
effective in correcting coagulopathy caused by a warfarin overdose?
Intervention: Vitamin K administration. Comparison: Fresh frozen
plasma may be the alternative treatment. Outcome: Correction of
bleeding and prothrombin time.

The strategy for answering these questions must be determined before
searching the resources to prevent the introduction of selection bias. Infor-
mation sources include textbooks, journals, electronic textbooks, and
summary journals. Textbooks may provide an introduction to the patho-
physiology of the disease, but they do not contain the current best evi-
dence. Journal articles provide more up-to-date information than textbooks,
but they too are outdated by the time the articles have been written,
accepted, and published. Randomized clinical controlled trials (RCTs)
that are double-blinded are the most valuable of the journal articles
because they are the least biased. However, RCTs are highly dependent
on the methods employed in the blinding and treatment of subjects
(Lijmer, 1999).

Secondary articles and meta-analyses (a statistical technique to inte-
grate results from multiple studies) summarize the best current evidence
and provide practice guidelines. The Centre for Evidence-Based Medicine
(http://www.cebm.net), the Cochrane Collaboration/Cochrane Library
(http://www.cochrane.org), Up-to-Date (http://www.uptodate.com/), and
Best Clinical Evidence (Godlee, 2004) are sources that present summa-
rized information. The Evidence-Based Medicine (ebm.bmjjournals.com)
series of journals are also an excellent resource for up-to-date summaries.
Although convenient, a summary article should be evaluated with caution
because an “expert” may introduce bias regarding which studies are
assessed and the value applied to particular articles. Medical decision-
making tools help the reader to critically analyze each step in the process
and have been summarized (Guyatt, 2000).
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KEY POINTS

Accurate differential diagnoses can be made from a systematic study
of the laboratory profiles of patients in a large majority of cases.

Elevations of serum C-reactive protein indicate inflammatory disease.

Four basic types of anemia are known: Iron deficiency, anemia of Elevations of serum amylase and lipase point to acute pancreatitis.

chronic disease, hemolytic anemia, and macrocytic/nutritionally
deficient anemia. These can be readily distinguished from one
another by the hematologic profile and by simple laboratory testing.

Two types of endocrine disease are discussed: Thyroid and adrenal.
Serum levels of T, (or, better, free T,) and thyroid-stimulating
hormone can be used to diagnose primary or secondary
hypothyroidism or hyperthyroidism; serum levels of cortisol and
adrenocorticotropic hormone can be used to diagnose primary or
secondary hypoadrenalism or hyperadrenalism.

By examining the urinary sodium, potassium, and osmolarity, the
causes of hyponatremia and hypernatremia can be readily
determined.

Liver function tests can distinguish among six different diseases of
the liver: Hepatitis, cirrhosis, biliary disease, space-occupying lesions
of the liver, passive congestion, and fulminant hepatic failure.

INTERPRETING AND CORRELATING
ABNORMAL LABORATORY VALUES

GENERAL CONSIDERATIONS

The major purpose of performing analyte determinations in the clinical
laboratory is to aid in the diagnosis and management of disease and in
health assessment. In this regard, the clinical pathologist is often called
upon as a consultant to explain abnormal laboratory values, especially those
that do not seem to correlate with one another, and to recommend or even

Renal failure can be readily diagnosed by observing elevated blood
urea nitrogen and creatinine; it is possible to pinpoint the site of
renal failure (i.e., glomerular or tubular) from the ratio of serum to
urine osmolality.

Blood gas determinations allow determination of the causes of
metabolic versus respiratory acidosis or alkalosis; a critical relationship
exists between the partial pressure of oxygen and of carbon dioxide,
such that in respiratory diseases, high levels of carbon dioxide block
oxygenation of venous blood, leading to respiratory crisis.

91



INTERPRETING LABORATORY RESULTS

8

to order laboratory tests that may lead to the correct diagnosis in the
workup of patients for particular medical problems. In addition, evaluation
of laboratory test results on individual patients by the clinical pathologist
not only can reveal the (infrequent) occurrence of laboratory errors, but
can help in the selection of appropriate, cost-effective tests from a wide
variety of increasingly complex test choices (Witte, 1997; Dighe, 2001,
Bonini, 2002).

For evaluation of test results, the laboratory computer is an invaluable
aid. Virtually all such systems perform daily checks for patient values that
lie significantly outside of their established reference intervals, or that have
undergone large changes over a 24-hour period. These are often reported
as “failed delta checks.” Thus patients with significant laboratory findings
can be identified.

This chapter presents an approach to interpretation of laboratory
values that will enable laboratorians to aid in the establishment of clinical
diagnoses and to assist in clinical management. This discussion is by no
means comprehensive and cannot possibly cover every conceivable illness
afflicting patients. Rather, this presentation is concerned with general
approaches to interpreting abnormal values and discussion of the most
common causes of such findings, so that the reader has a framework for
interpreting abnormal values.

The reader may prefer to complete the Clinical Chemistry (Part 2) and
Hematology, Coagulation, and Transfusion Medicine (Part 4) sections of
this book before reading this section, which gives an overview of both of
these vital diagnostic areas. Alternatively, the reader may decide to read
this chapter to obtain the overview first before reading the chapters on
chemistry and hematology.

FUNDAMENTAL PRINCIPLES IN
INTERPRETATION OF VALUES

Before embarking on a discussion of specific conditions giving rise to
abnormal values, certain precepts should always be followed, encapsulated
as follows:

1. Never rely on a single out-of-reference range value to make a diag-
nosis. It is vital to establish a trend in values. A single sodium value
of 130 mEq/L, for example, does not necessarily indicate hypona-
tremia. This single abnormal value may be spurious and may reflect
such factors as improper phlebotomy technique, laboratory vari-
ability, etc. Rather, a series of low sodium values in successive serum
samples from a given patient does indicate this condition. Thus it
is vital to follow trends in particular values.

2. Osler’ rule. Especially if the patient is younger than 60 years of age,
try to attribute all abnormal laboratory findings to a single cause.
Only if there is no possible way to correlate all abnormal findings
should the possibility of multiple diagnoses be entertained.

ABNORMALITIES IN THE
HEMATOLOGY PROFILE

Often in laboratory reports, the first section contains the hematology
profile, including the CBC, or complete blood count. Comprehensive
discussions of clinical hematopathology are given in Part 4. Here, we
discuss very basic patterns of abnormalities to provide an overall frame of
reference for interpreting values and for ordering further examinations.
Although this part of the book is concerned with clinical chemistry or
chemical pathology, we discuss the hematology profile because the inter-
pretation of hematopathologic results often depends on the results of
quantitative determinations performed in clinical chemistry.

ANEMIAS

Anemia, a common hematologic disorder, is defined pathophysiologically
as a decrease in the oxygen-carrying capacity of the blood. All oxygen-
carrying capacity of the blood is due to the binding of oxygen to hemo-
globin (Hb) contained uniquely in red blood cells (RBCs). Because anemia
can cause tissue hypoxia, it often produces such symptoms as fainting,
fatigue, pallor, and difficulty in breathing.

Practically, the best indicator for this condition is a low RBC count or
number of RBCs per volume of whole blood. Although the reference range
for the red cell count varies with age, sex, and population, it encompasses
values from around 4-6 x 10° RBCs per cubic millimeter (cu mm)
or microliter. This range may change somewhat depending on the
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population. RBC counts below the lower limit of the reference range
suggest the presence of anemia. In addition, RBCs occupy a well-defined
range in terms of the percent of the volume of whole blood that they
occupy, or the hematocrit (Hct). Generally, normal adult Het values range
from about 36%-45% (normal values for females are generally slightly
lower than those for males). In addition, the concentration of Hb in whole
blood is about 12-15 g/dL or approximately 33-36 g/dL in RBCs (i.e., the
mean corpuscular Hb concentration). Normal values are also dependent
on patient age and altitude of residence. Normally, the Hct is about three
times the value of the Hb concentration, which, in turn, is about three
times the value of the RBC count.

If anemia has been diagnosed, it is mandatory to determine the
cause of the anemia. An excellent history and physical examination is
required for appropriate test selection and diagnosis, and the best
possible patient care and treatment. In addition, a review of the
peripheral blood film with respect to red and white cell morphology is
often helpful.

To narrow further the differental diagnosis and facilitate appropriate
test selection, a number of classification schemes for anemia have been
developed, with no single ideal scheme available. A particularly useful
approach utilizes the common red cell indices of mean corpuscular volume
(MCV), measured in femtoliters (fL)), or 1 x 10 L, in conjunction with
the red cell distribution width (RDW) and the reticulocyte count (percent
reticulocytosis), or reticulocyte production index (RPI). A further aid in
diagnosis is the chromicity of the red cells (i.e., the intensity of the red
color of the cells due to intracellular Hb). The chromicity is measured
quantitatively by the mean corpuscular hemoglobin concentration, or
MCHC. Taken together, these indices help to form a working hypothesis
for the underlying cause of the anemia.

Electronic determination of MCV directly from red cell distribution
data allows for classification on the basis of RBC size as macrocytic (MCV
generally >100 fL), microcytic (MCV generally <80 fL), or normocytic
(MCV generally between 80 and 100 fL). The sizes (volumes) of red cells
vary within a certain range in which the number of cells of particular
volumes form a bell-shaped or Gaussian distribution (see Chapter 9); the
standard deviation of the cell volumes divided by the mean cell volume
gives the RDW, measured as a percent. As it happens, the RDW is a
parameter that helps to further classify an anemia because it reflects the
variation in RBC size. RDW generally varies between about 12 and 17,
and is dependent on the patient’s age, sex, and ethnic subgroup. It can be
helpful in differentiating causes of microcytosis in that moderate to severe
iron deficiency anemia (IDA) is associated with an increased RDW, while
thalassemia and anemia of chronic disease (ACD) are associated with a
normal RDW.

Peripheral blood reticulocytosis is a measure of bone marrow response
in the face of anemia. A similar measure, RPI, corrects the reticulocyte
count with respect to (1) the proportion of reticulocytes present in a
patient without anemia, and (2) the premature release of reticulocytes into
the peripheral circulation. Bone marrow response to anemia may be appro-
priate (hyperproliferative) with an RPI >3, generally indicating marrow
red cell hyperproliferation; however, the anemia may be due to defective
RBC production or marrow failure (hypoproliferative), which is generally
indicated by an RPI <2. Thus, although these red cell indices are not
pathognomonic of the cause of a particular type of anemia, the combina-
tion of MCV, RDW, and RPI examined together often will significantly
narrow the differential diagnosis and facilitate further test selection.
Table 8-1 illustrates common examples of anemia and their diagnostic
workup using these red cell indices, as well as other helpful analytic
abnormalities.

Microcytic Anemia

Common microcytic anemias include IDA and the thalassemias. Some
hemoglobinopathies and ACD may also be microcytic. In our discussion,
we will focus on IDA and ACD, a common differential diagnosis for
patients with microcytic anemia. Both anemias appear to be disorders
involving iron metabolism.

In IDA, there is a primary deficiency of iron available to the red cell
(usually resulting from blood loss, but other causes include dietary defi-
ciency, malabsorption, and pregnancy); chronic blood loss should always
lead to further investigation because it is commonly associated with malig-
nancy. ACD, however, appears to be due to defective iron utilization/
metabolism and is associated with chronic nonhematologic disorders such
as chronic infections, connective tissue disorders, malignancy, and renal,
thyroid, and pituitary disorders. Because iron levels in red cells are low,
Hb levels are also low in both of these conditions. Thus the MCHC



TABLE 8-1

Common Types of Anemia and Their Diagnostic Workups

Anemia Cause

1. Hypoproliferative, microcytic Iron deficiency

2. Hypoproliferative, microcytic

3. Hyperproliferative, normocytic Hemolytic anemia

4. Hypoproliferative, normocytic Aplastic anemia

Renal failure

5. Hypoproliferative, normocytic

6. Hypoproliferative, macrocytic
A. Megaloblastic

B. Nonmegaloblastic Hypothyroidism

Anemia of chronic disease

B, and/or folate deficiency

Common analyte abnormality

Low ferritin

Increased IBC

Decreased serum iron
Reduced Fe/IBC ratio
Generally increased RDW

Generally high ferritin
Normal IBC

Decreased serum iron
Normal Fe/IBC ratio
Generally normal RDW

Schistocytosis

Increased reticulocytes

Low haptoglobin

Elevated carboxyhemoglobin
Elevated LD

Elevated indirect bilirubin
Generally increased RDW
Leukopenia
Thrombocytopenia
Hypocellular bone marrow
Generally normal RDW
Elevated BUN and creatinine
Low erythropoietin

Burr cells may be present
Generally normal RDW

Low B, and/or folate

Hyperlobulated polymorphonuclear leukocytes
Macroovalocytes

Increased RDW

Elevated TSH
Normal RDW

BUN, Blood urea nitrogen; Fe, iron; IBC, iron-binding capacity; LD, lactate dehydrogenase; RDW, red cell distribution width; T,, thyroxine; TSH, thyroid-stimulating hormone.
*In this table, low is equivalent to depressed, and high is equivalent to elevated. Ferritin, haptoglobin, LD, bilirubin, BUN, creatinine, erythropoietin, TSH, and T, are all

expressed as concentrations. All of these analytes are measured in serum.

mentioned earlier tends to be low, giving rise to what is termed a hypo-
chromic (low red color in red cells or low MCHC), microcytic (low MCV)
anemia.

To distinguish between IDA and ACD, a number of different labora-
tory measurements are very useful, in addition to the RDW. The diagnosis
is typically made using additional serum or whole blood laboratory tests.
However, because IDA is always accompanied by loss of iron that is stored
bound to the protein ferritin in bone marrow macrophages, the diagnosis
can always in principle be made with a bone marrow biopsy with an
iron stain (e.g., nitroprusside) that shows the absence of marrow iron.
This procedure is, of course, invasive and should be performed only as a
last resort.

Serum Ferritin Levels

Normally, there is an equilibrium between intracellular and extracellular
ferritin. The lower the stored iron becomes, the lower is the intracellular
ferritin, and, consequently, the lower the extracellular ferritin becomes.
The level of extracellular ferritin can be directly measured by determining
the serum ferritin level, which is readily and accurately assessed on serum
aliquots, using enzyme-linked immunosorbent assay (ELISA) techniques,
as described in Chapter 44. Overall, therefore, serum ferritin levels give
an excellent measure of available iron stores, noninvasively. Because iron
stores in ACD are abundant, serum ferritin levels are characteristically
normal to elevated. In contrast, in IDA, in which iron stores become
depleted, serum ferritin levels are characteristically decreased. Thus
serum ferritin level is one assay that can be used in differentiating IDA
from ACD.

One caveat in using serum ferritin values to provide this distinction
is the fact that ferritin also happens to be an acute phase reactant.
Acute phase reactants are proteins (discussed in Chapter 19) that rise in
response to an acute process, usually an acute inflammatory condition.
So, if a patient has an acute infection, the serum ferritin level may be spuri-
ously elevated. The net effect may be a ferritin in the reference interval.

Usually, in IDA, accompanied by an acute process, this level is in the low
reference range.

Use of Serum Iron and Iron-Binding Capacity

In addition to ferritin levels, serum iron and serum iron-binding capacity
(IBC) can be measured. On average, serum iron is, of course, reduced in
IDA and normal or sometimes low in ACD. The IBC is a direct measure
of the protein transferrin, which transports iron from the gut to iron
storage sites in bone marrow. In IDA, the serum iron is reduced, and the
IBC is increased.

However, both serum iron and transferrin are subject to wide fluctua-
tions because of such factors as diet and do not always reliably reflect iron
stores. Also, transferrin is a B-protein (i.e., it migrates in the B-region in
serum protein electrophoresis) and is an acute phase reactant (i.e., its
serum levels change) (they usually decrease, as a so-called “negative acute
phase reactant”) in inflammatory conditions. Considerable overlap has
been noted between serum levels of iron and iron-binding capacity in IDA
and ACD. A somewhat more reliable discriminating measure of IDA is the
ratio of serum iron to IBC, known as the transferrin saturation. This ratio
is around 1:3 for normal individuals, and in IDA it is significantly reduced
to values of around 1:5 or lower. Again, considerable overlap is seen even
in this ratio for patients with IDA and ACD, so the values should always
be interpreted with care.

Use of Red Blood Cell Distribution Width

Finally, use of automated procedures for determination of cell counts and
indices enables us to obtain average erythrocyte sizes and size distributions.
In IDA, a marked dispersion in cell volumes (sizes) occurs, so that the
RDW increases, whereas it generally remains within normal limits in
ACD. Normal RDWs occur in the range of 12%-17%. Unfortunately,
standard deviations for normal individuals and for patients with IDA or
ACD can overlap significantly, tending to limit the validity of using the
RDW exclusively for distinguishing between these conditions.
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The major laboratory findings that distinguish IDA from ACD are
summarized as entries 1 and 2 in Table 8-1. Note that most of the major
tests used to distinguish these two conditions are performed in the clinical
chemistry laboratory. This emphasizes the strong interdependence of both
of these services in obtaining definitive diagnoses through laboratory
measurements.

Normocytic Anemia
In these anemias, the red cells show normal MCVs and MCHC:s (i.e., they

are normocytic and normochromic). Common causes of normocytic
anemia include acute hemorrhage, hemolytic anemia, marrow hypoplasia,
renal disease, and ACD. It may seem paradoxical that acute hemorrhage
presents as normocytic anemia because it involves major blood loss
that is associated with loss of iron stores. However, iron depletion
requires time to develop; acutely, major blood loss presents as normocytic
anemia.

Hyperproliferative Normocytic Anemias

Hyperproliferative normocytic anemias, associated with an increased
reticulocyte count, include both hemolytic anemia and the anemia
associated with acute blood loss; hypoproliferative anemias, associated with
a decreased reticulocyte count, include such causes as bone marrow aplasia/
hypoplasia, renal disease, and ACD. As mentioned earlier, a history and
physical, as well as examination of the patient’s peripheral blood film, are
helpful in establishing a differential diagnosis. In this section, we will focus
on the most common causes of normocytic anemia: Hemolytic anemia,
aplastic anemia, and the anemia associated with renal disease.

Hemolytic Anemia. Hemolysis is defined as destruction of the red cell
membrane, causing Hb release. This may occur slowly as a normal physio-
logic process or may be accelerated in pathologic states. Many different
underlying causes are known for the decrease in survival/increase in
destruction of RBCs. These include membrane defects (e.g., hereditary
spherocytosis), enzyme defects (e.g., glucose-6-phosphate dehydrogenase
[G6PD] deficiency), hemoglobinopathies (e.g., sickle cell disease or
B-thalassemia), immune destruction (e.g., autoimmune hemolytic anemia
or hemolytic transfusion reaction), and nonimmune destruction. The latter
includes destruction due to infectious agents, toxic agents/drugs, physical
agents, or hypersplenism, and those classified as microangiopathic hemo-
lytic anemias—a group of anemias due to mechanical destruction of RBCs
mainly in bone marrow where they are synthesized, caused by such factors
as fibrin deposition within the blood vessels of the bone marrow micro-
vasculature, fibrosis, or malignancies, including leukemia, lymphoma, and
metastatic cancer. In addition, mechanical destruction can result from
extramedullary causes such as prosthetic heart valves.

Hemolytic anemia can be recognized from Hb in plasma/serum and break-
down products of heme. Specific laboratory measurements that readily
confirm the diagnosis of hemolytic anemia are based on the natural events
that occur subsequent to hemolysis. After erythrocyte membrane break-
down, Hb is extruded. Thus plasma and urine may contain free Hb or its
degradation products. Free Hb may be present acutely in the plasma
(hemoglobinemia) or urine (hemoglobinuria), and hemosiderin may be
present in the urine (hemosiderinuria) in more chronic episodes of hemo-
lysis. Extruded Hb becomes bound to the o-2 fraction protein haptoglo-
bin. The Hb-haptoglobin complex becomes catabolized by macrophages
that engulf these complexes by receptor-mediated endocytosis. Thus an
excellent laboratory test for hemolytic anemia is a low haptoglobin value.
Extremely sensitive and rapid ELISA assays for haptoglobin are available
for this purpose.

Because the red cell contents are extruded into the plasma, other indi-
cators of red cell damage, besides Hb, are known: High serum potassium,
because intracellular potassium concentration is much higher in red cells
than in the extracellular fluid, and serum elevations of the enzyme lactate
dehydrogenase (LD). As discussed in Chapters 18 and 20, there are five
major isozymes of this enzyme, labeled LD1 through LD5. Peculiarly, the
predominant isozyme of LD in red cells is LD1, which occurs predomi-
nantly in cardiac tissue.

Carbon monoxide (CO) and unconjugated bilirubin become elevated in blood
in hemolytic anemia. When Hb is extruded, large amounts of it become
oxidized to methemoglobin. The heme portion dissociates and then
becomes oxidized ultimately to bilirubin. The first step in this process
is the oxidative opening of the porphyrin ring of heme with attendant
liberation of CO. CO may be measured easily by gas chromatographic
techniques or even more conveniently by cooximetry, based on spectro-
photometry (see Chapter 4), as carboxyhemoglobin (see Chapter 34).
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Elevated CO levels in normochromic, normocytic anemias are an excellent
indicator of hemolytic anemia.

Because production of bilirubin, which is unconjugated, is increased
(Chapter 21), at least a transient elevation of serum indirect bilirubin
occurs. This elevation, in the presence of normal liver function, will be
modest, usually in the range of about 2-2.5 mg/dL. (The upper limit of
normal is around 1.2 mg/dL.)

Hemolytic anemia is almost always accompanied by an increased reticulocyte
count and by evidence of red cell damage. As mentioned earlier, the reticulocyte
count will be elevated (increase in polychromasia on the blood film), with
erythroid hyperplasia present in the bone marrow, indicative of increased
red cell production. In addition, the peripheral blood film may show evi-
dence of the particular type of red cell damage associated with the particu-
lar type of hemolytic anemia (e.g., sickle cells in sickle cell disease,
schistocytes/helmet cells in microangiopathic hemolytic anemia). A notice-
able difference in red cell size (anisocytosis) and shape (poikilocytosis) is
caused by the presence of damaged and/or young cells. Because of the
often-marked changes in size and/or shape, the RDW is usually elevated.
A number of nucleated RBCs may also be identified.

Other findings in hemolytic anemia can identify the cause. A direct anti-
globulin test/direct Coombs’ test can be used to detect immunoglobulin
attached to the red cell surface that identifies immune hemolytic anemia
as the cause of red cell destruction. A positive test suggests that an auto-
antibody or alloantibody may be responsible for the anemia. A positive
G6PD screening test for G6PD deficiency will identify this enzyme
deficiency as the cause of the hemolytic anemia. Selection of these
tests will be dependent on the clinical evaluation and on the preliminary
laboratory data.

Laboratory findings that are diagnostic of hemolytic anemia are sum-
marized in entry 3 of Table 8-1. Note that virtually all of the quantitative
diagnostic tests for hemolytic anemia (i.e., serum and urine Hb, haptoglo-
bin, carboxyhemoglobin, indirect bilirubin, and LD) are performed in the
clinical chemistry laboratory, again emphasizing the strong interdepen-
dence of the clinical chemistry and hematology laboratories.

Microangiopathic Hemolytic Anemia. As previously mentioned, red
cell fragments (schistocytes) may be present on peripheral blood films as
the result of mechanical (prosthetic heart valve) or thermal (severe burns)
destruction. Mechanical rupture of red cells within the microvasculature
may also occur by physical damage to red cells in the microvasculature
of bone marrow. This may be due to space-occupying lesions, such
as metastatic tumors or leukemia or lymphoma, to myelofibrosis, or to
the intravascular deposition of fibrin strands upon endothelial cell
surfaces. Because RBCs are damaged and destroyed, this process leads to
so-called microangiopathic (i.e., lesions in the microvasculature) hemolytic
anemia (MHA).

Besides space-occupying lesions, other causes of this type of anemia
include disease states in which fibrin is deposited on endothelial surfaces,
also resulting in shearing and fragmentation of newly synthesized red
blood cells, as in disseminated intravascular coagulopathy (DIC), which is
discussed later and in Chapter 38. In this condition, an abnormal activation
of the coagulation process occurs, in which fibrin—platelet clots form intra-
vascularly and embolize to virtually any tissue. These clots block the
microvasculature of tissues, including that of bone marrow, resulting in the
destruction of newly synthesized red cells. In addition, other disease states
may give rise to MHA that may have an immunologic component (i.e.,
antibodies to determinants on endothelial cells or on other structures in
the microvasculature), resulting in immune complex deposits with or
without fibrin deposits. These states include thrombotic thrombocytope-
nic purpura (TTP) and the hemolytic anemic/uremic syndrome (HUS).
Because these two conditions involve the microvasculature in general,
other tissues are frequently affected. Thus, in both HUS and TTP, damage
to the renal microvasculature occurs, resulting in renal failure, and is
associated with elevated blood urea nitrogen (BUN) and creatinine, as
described in Abnormalities in Clinical Chemistry later. In TTP, involve-
ment of the cerebral circulation gives rise to behavioral changes and other
neurologic sequelae. In addition, platelets are affected, giving rise to
thrombocytopenia.

MHA may also occur with other immune-mediated disorders (e.g.,
connective tissue disorders such as disseminated lupus erythematosus),
where, again, endothelial damage from the attachment of immune
complexes and complement produces fibrin deposition on endothelial
surfaces.

It is important to note that because MHA results from traumatic
destruction of newly formed RBCs in the microvasculature, where both



red and white blood cell (WBC) precursors are being formed, often both
RBC and WBC precursors are released into the circulation. Thus, all
findings of hemolytic anemia are present, in addition to which a significant
number of precursor cells such as nucleated RBCs, myelocytes, and meta-
myelocytes are seen in the peripheral blood—a pattern termed the leuko-
erythroblastic picture.

As discussed later, in DIC and occasionally in TTP, laboratory findings
include thrombocytopenia and increased prothrombin time, activated
partial thromboplastin time, thrombin time, fibrin degradation products,
and p-dimer levels (described later), but low fibrinogen levels. BUN and
creatinine are also elevated.

Hypoproliferative Normocytic Anemias

Bone Marrow Hypoplasia/Aplastic Anemia. This is a hypoprolifera-
tive anemia, with MCV and RDW usually within normal limits, and typi-
cally affecting all peripheral blood elements (red cells, white cells, and
platelets; see later). Immature white cells and red cells are not usually
present on peripheral blood films. Bone marrow biopsy, which is com-
monly performed to obtain the diagnosis, typically shows severely
hypoplastic/aplastic marrow with severe depletion of all hematopoietic
marrow precursors. Aplastic anemia may be primary/inherited or
secondary/acquired, with the latter due to chemical toxin, infection, radia-
tion, or immune dysfunction. Serum iron may be elevated because of lack
of erythropoiesis. Typical hematologic findings in this condition are sum-
marized in entry 4 of Table 8-1. It is important to note that none of the
quantitative serum diagnostic tests for hemolytic anemia, such as haptoglobin,
carboxybemoglobin, and indirect bilirubin elevation, are positive in this
condition.

Myelodysplastic Syndrome. Another less common condition but none-
theless an important cause of hypoproliferative normocytic anemia is the
myelodysplastic syndrome (MDS). This syndrome, which often presents
as a normocytic anemia (although it can on occasion present as mildly
macrocytic or as microcytic anemia), is refractory to treatment (e.g., trans-
fusions of packed RBCs). It may present simply as a refractory anemia in
its early stages and is thought to progress then to refractory anemia with
ringed sideroblasts, and eventually to so-called preleukemic stages, in par-
ticular, refractory anemia with an excess of blasts (generally in the myeloid
or lymphoid lines) and an excess of blasts in transformation. The condition
may also present initially as a refractory cytopenia that involves all three
(erythroid, granulocytic, megakaryocytic) hematopoietic cell lines. As
might be surmised from this latter observation, MDS appears to be a clonal
stem cell disorder that is characterized by ineffective hematopoiesis.
Further discussion of this fascinating disease can be found in Chapter 33.

Anemia of Renal Failure. Another normocytic, hypoproliferative
anemia is the anemia of chronic renal failure. Loss of the kidneys’ excretory
function produces an increase in BUN and creatinine, as discussed later,
as well as a buildup of metabolic byproducts. The resulting uremia appears
to be responsible for changes in red cell shape, with burr cells (echinocytes)
and ellipsoidal cells commonly present on peripheral blood films. Identi-
fication of burr cells on peripheral blood films during the course of illness
may signal the development of renal dysfunction. In addition to decreased
excretory function, the kidneys’ ability to produce erythropoietin is
decreased, resulting in impaired erythropoiesis, such that the marrow’s
response to hypoxia becomes inadequate. In contrast to aplastic anemia
(entry 4, Table 8-1), white cell and platelet counts usually remain within
normal limits. Typical findings in this condition are summarized in entry
5 of Table 8-1. Again, as in bone marrow hypoplasia/aplastic anemia, none
of the quantitative serum diagnostic tests for hemolytic anemia, such as
haptoglobin, carboxyhemoglobin, and indirect bilirubin elevation, are
positive in this condition.

Macrocytic Anemia

Macrocytic anemia can be diagnosed from the hemogram from a low RBC
count and a high MCV, often exceeding 100 fL. By far the most common
cause of macrocytic anemia is nutritional deficiency (i.e., vitamin By, and/
or folate deficiency). Lack of either factor is thought to disrupt DNA
synthesis but not RNA synthesis, such that the nucleus and cytoplasm of
the cell no longer mature in synchrony. Morphologically, the cell cyto-
plasm matures, while the nucleus remains immature, and the cell appears
megaloblastic. This lack of synchrony produces hypersegmented neutro-
phils (five-lobed nuclei in more than 5% of neutrophils or any neutrophil
with six or more lobes) and large, oval red cells termed macroovalocytes,
both of which are present on the blood films of patients with megaloblastic

anemia. In addition, the RDW is typically increased, and the reticulocyte
count is decreased.

If macrocytic anemia is diagnosed, the first serum analytes whose con-
centrations should be determined are By, and folate, for which rapid and
accurate ELISA assays are performed. If these analytes are both found
to be within the reference range, assays for thyroid function should
be performed because hypothyroidism is a cause of macrocytosis. As
discussed later in the endocrine function testing section, elevated thyroid-
stimulating hormone (TSH) with low or normal thyroxine (T}) serum
levels confirms the diagnosis of primary hypothyroidism. Because certain
therapeutic drugs, particularly azathymidine (AZT) used in the treatment
of the acquired immune deficiency syndrome (AIDS), are known to induce
macrocytic anemia, it is important to ascertain whether a patient is being
treated with such drugs.

In this era of the automated CBC, it is possible also that red cell pre-
cursor forms, such as nucleated RBCs, may be counted as mature eryth-
rocytes. Therefore, in a patient with a “macrocytic” anemia with normal
B),, folate, and thyroid hormone levels, it is important to check the reticu-
locyte and the nucleated RBC count to determine whether these are sig-
nificantly elevated. If so, the possibility of a hemolytic anemia should be
considered. Thus the diagnostic workup for hemolytic anemia described
in the preceding section should be instituted.

Other possible causes of macrocytic anemia include posthemorrhagic
states (differentiated by elevation of the reticulocyte count and polychro-
masia), alcoholism (associated with folate deficiency), liver disease, and
myelodysplasia. Note again that the definitive tests for determining the
cause of macrocytic anemia (i.e., By, folate, and thyroid function tests) are
often performed in the Clinical Chemistry section.

The major clinical laboratory findings for macrocytic anemia are sum-
marized as entries 6A and 6B in Table 8-1. Note that macrocytic anemias
are divided into megaloblastic (entry 6A), typical of B, and folate defi-
ciency, and nonmegaloblastic (entry 6B), typical of hypothyroidism.
Whether or not the macrocytic anemia is megaloblastic can be determined
only by bone marrow biopsy. This procedure is not necessary in most cases
because the cause of the macrocytosis can be determined by the assays
described earlier.

Table 8-1 summarizes some of the pertinent findings and specific deter-
minations used to distinguish and diagnose the common anemias previ-
ously discussed. Note that this table is a guide as to what specific tests
should be ordered and, by implication, what tests need not be ordered. For
example, a microcytic anemia should be worked up with orders for ferritin
and Fe/IBC ratios, but generally there is no need to order By, and folate
levels. Conversely, there is no need to order ferritin, IBC, etc., for a mac-
rocytic anemia, for which By, and folate levels should be ordered.

QUANTITATIVE WHITE BLOOD CELL
ABNORMALITIES

The WBC count encompasses several types of commonly circulating
nucleated cells, including granulocytes (principally mature neutrophils,
basophils, and eosinophils), lymphocytes, and monocytes. It should be
noted that absolute concentrations (and not percentages) of these cells are
significant in interpreting the WBC count. An increase to above the
normal physiologic level in the WBC count, termed leukocytosis, may
primarily involve any of these white cells, depending on which cell type is
chiefly elevated (i.e., neutrophilia, basophilia, eosinophilia, monocytosis,
and lymphocytosis). Occasionally, plasma cells may be found in the periph-
eral blood. Likewise, a decrease in the WBC count, termed leukopenia,
may center on a single cell series (i.e., neutropenia, monocytopenia, and
lymphocytopenia). Absolute decreases in eosinophils and basophils are
difficult to identify because of the low numbers present normally. Certain
differential diagnoses are commonly associated with certain WBC changes
(e.g., infection and/or inflammation with neutrophilia, allergic reactions
and parasitic infections with eosinophilia). In addition, elevations may be
due to a benign process (e.g., infection) or a malignant process (e.g., leu-
kemia). Here, we note several quantitative patterns and their associations
that correlate with abnormal chemical findings.

Again, clinical history and physical findings are important in diagnosis
and management of the patient. In addition, the CBC and white cell dif-
ferential are important laboratory findings that are used, in conjunction
with the clinical impression, to formulate the differential diagnosis. In
adults, the reference range for the white count is approximately 4000-7000
white cells/uL; approximately two thirds of the white cells are neutrophils,
and slightly less than one third are lymphocytes.
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Infection: The Most Common Cause of
Elevated WBC Count

An elevated WBC count between about 10,000 and 20,000/uL. commonly
points to an infectious/reactive process. In general, neutrophilia is associ-
ated with infection (bacterial, fungal, viral), inflammatory states (e.g.,
trauma, surgery), certain drugs (e.g., corticosteroids), and myeloprolifera-
tive conditions. Exceptions to the neutrophilia seen in bacterial infections
include tuberculosis, brucellosis, pertussis, where the predominant cells are
lymphocytes, and infections, mainly in newborns, with Listeria monocyto-
genes, for which a monocytic response is predominant.

Eosinophilia is commonly associated with allergic reactions, parasitic
infections, and hematologic malignancies (Brito-Babapulle, 2003;
Fischbach, 2008). Basophilia is commonly associated with hematologic
malignancies (e.g., chronic myelogenous leukemia, or CML), but may
be seen in some inflammatory states and allergic reactions. Lymphocy-
tosis is commonly associated with acute viral infections, such as infectious
mononucleosis (Epstein-Barr virus infection); chronic infections, such
as tuberculosis, brucellosis, and pertussis; and hematologic disease and
immune stimulation. Monocytosis is commonly associated with hema-
tologic disease, such as chronic myelomonocytic leukemia, as well as
with some infectious processes, such as tuberculosis, rickettsia, and
Listeria.

Elevated WBC Count Due to
Leukemoid Reaction

In patients who do not have leukemia, very high WBC counts (generally
greater than 50 x 10°/uL) may produce a peripheral blood film appearance
similar to leukemia. This is termed a leukemoid reaction. The more
common type of leukemoid reaction is granulocytic, although lymphocytic
reactions may also occur. The granulocytic type usually reveals reactive
neutrophils present in the peripheral blood film, with a left shift in the
neutrophil series (i.e., immature forms such as bands, metamyelocytes, and
myelocytes). Changes in the cytoplasmic appearance of cells, such as toxic
granulation and Déhle body production (see Chapter 37), are commonly
seen. Causes of the granulocytic type of reaction include bacterial infection
(e.g., diphtheria), malignancy (Hodgkin disease), and reactive conditions
such as rebound granulocytosis. Although these changes are helpful,
C-reactive protein (CRP), an acute phase plasma protein, rapidly rises and
falls with the onset and resolution of inflammation. CRP appears to be an
earlier and more sensitive indicator of acute inflammation and infection
(Seebach, 1997; Dantzer, 2008) and can be quickly measured using present-
day analyzers. Leukemoid reaction must be distinguished from CML and
other myeloproliferative conditions. It is important to note that the
enzyme neutrophil alkaline phosphatase will be normal or elevated in a
granulocytic leukemoid reaction, but is decreased in CML.

Elevated WBC Count Due to CML

At present, the definitive diagnosis of CML rests upon the demonstration
of the Philadelphia chromosome (i.e., a translocation between chromo-
somes #9 and #22 resulting in the BCR-ABL fusion gene) by cytogenetics
or by molecular techniques (e.g., see Silver, 2003; George, 2003; Sattler,
2003; Ross, 2008). Detection of molecular or cytogenetic abnormalities is
of diagnostic (and possibly prognostic) significance in other hematologic
diseases as well, including acute myeloid leukemia, acute lymphoblastic
leukemia, T cell leukemia/lymphoma, and myelodysplasia (Swerdlow,
2008). Molecular techniques now are utilized to detect very early stages of
disease, as well as to detect minimal residual disease, that is, disease that
may be apparent only at the molecular level. For example, quantitative
polymerase chain reaction can be used to monitor BCR-ABL translocation
levels in CML patients being treated with the kinase inhibitor imatinib
(Gleevec) (Ross, 2008).

Elevated WBC Count Due to Chronic

Lymphocytic Leukemia

When the lymphocytes appear normal but are significantly increased in
number in an older individual, the possibility of chronic lymphocytic
leukemia (CLL) must be considered. Again, molecular techniques such as
flow cytometric, immunophenotypic, and cytogenetic/fluorescence in situ
hybridization analysis (Jaffe, 2001; Oscier, 2004; Shanafelt, 2004) can help
establish the diagnosis. In CLL, the neoplastic B lymphocytes will be
found to express an unusual (but characteristic) human leukocyte differen-
tation antigen designated CDS5, which is typical for this disease. Other
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CD antigens can also be detected by flow cytometry and have become
useful in resolving other hematologic diagnostic problems.

Leukocytosis Due to Acute Leukemias

Both acute myeloid and lymphoid leukemias present often as markedly
elevated WBC counts. In lymphoblastic leukemia, numerous lymphoblasts
are seen on the peripheral smear. Myeloid leukemias can present in a
myriad of forms, including myeloblastic, promyelocytic, monoblastic/
monocytic, myelomonocytic, erythroblastic, and megakaryoblastic. Again,
flow cytometric, immunophenotypic, and karyotypic/molecular analyses
can help establish the diagnosis and define prognosis (Winton, 2004).
These are discussed fully in Chapter 33. Here, we point out that blast
forms of any kind on a peripheral blood smear raise the strong diagnostic
possibility of an acute leukemia.

Low White Cell Counts

Aplastic Anemia

Low WBC counts, if accompanied by marrow hypoplasia and two out of
three of the following findings—anemia (with corrected reticulocyte count
<1%), neutropenia (neutrophil count <500/uL), and thrombocytopenia
(platelet count <20,000/uL)—may be part of a generalized pancytopenia
secondary to marrow failure (Guinan, 1997; Marsh, 2003, 2005). Also
known as aplastic anemia, this condition may be primary/inherited or
acquired/secondary. Known causes of the acquired type include drugs/
toxins, infections (including hepatitis), radiation, and immune dysfunction
(Gordon-Smith, 2002). Cytogenetic study may be utilized to rule out
myelodysplasia; if unsuccessful, molecular techniques such as fluorescent
in situ hybridization may be necessary for chromosome analysis (Guinan,
1997). The primary/inherited types may not always be present at birth (i.e.,
congenital), and diagnosis of this type of marrow failure relies heavily on
clinical assessment in conjunction with appropriate laboratory evaluation
(Alter, 1999, 2002).

Gram Negative Sepsis as a Cause of Leukopenia

Leukopenia may also be seen in other conditions, including gram-negative
sepsis. It is interesting to note that gram-negative sepsis with a low
WBC count is often accompanied by a cholestatic pattern in the liver (i.e.,
a mild rise in bilirubin and alkaline phosphatase), as discussed later and in
Chapter 21.

COAGULATION DISORDERS

This vast and complex topic is discussed in Part 5. For our review, we focus
on four hematologic parameters that may be important in correlation with
test results in chemistry determinations: The platelet count; the bleeding
time; the activated partial thromboplastin time (APTT), reflecting
the function of the intrinsic coagulation system; and the prothrombin
time (PT), reflecting the function of the extrinsic coagulation system.
Diminished values of the platelet count and/or abnormalities in platelet
aggregation can lead to abnormal bleeding times. Elevated PTs and/or
APTTs are not generally associated with abnormal bleeding times, except
mainly in factor VIII deficiency with concomitant deficiency of von
Willebrand factor. This latter factor is needed for platelet aggregation.

Bleeding Time Measures Platelet Function

Historically, the bleeding time (BT) was utilized as a screening test for
platelet function. It should be noted that the BT is not believed to correlate
accurately with or to predict bleeding (DeCaterina, 1994; Gerwirtz, 1996)
and is now uncommonly used to screen for platelet function abnormalities
(Kottke-Marchant, 2002).

Major Causes of Increased PT or APTT

The anticoagulant heparin, which accelerates the inactivation of thrombin
and other coagulation factors (such as factor Xa), preferentially blocks the
intrinsic system, leading to prolonged APTTs but not to significant eleva-
tions in PT. On the other hand, the vitamin K antagonist coumadin
preferentially blocks factor VII in the extrinsic system, leading to pro-
longed PTs but not APTTs.

International Normalized Ratios for Patients
Being Treated With Coumadin

The PTs of patients who are being anticoagulated on coumadin must be
followed carefully to ensure that the therapeutic effect is occurring, but



that the effective levels of coumadin are not sufficiently elevated to initiate
hemorrhage. Thus it is important to establish a therapeutic range for PTs
for patients on coumadin. Because different methods for determining PTs
are available, somewhat different reference ranges for P'Ts among different
laboratories have been developed, making it difficult on occasion to
compare PT results from different laboratories for a given patient. To
attempt to correct for these differences, the PT values are used in a formula
that standardizes these “raw” values. This formula takes the ratio of the
observed PT to the mean value for the PT reference range of the particular
laboratory and then raises the resulting ratio to the power of what is
termed the international standardized index, or ISI. This index is deter-
mined from the slope of a correlation plot of the logarithm of a laboratory’s
PTs for blood samples that contain different coumadin concentrations
against the logarithm of the PTs determined by a reference (“gold stan-
dard”) method. Thus the international normalized ratio (INR) is expressed
as (PTpat/PTmean)™, where PTpat is the measured PT for the patient
and PTmean is the mean value for the laboratory’s reference range
(Kamath, 2009). In most circumstances, INR values of 2-3 are considered
to be therapeutic for patients who have atrial fibrillation, and 3-4 to be
therapeutic for patients with prosthetic heart valves, but values over 4 are
considered to require lowering of the coumadin dose or temporary cessa-
tion of treatment. Note that INRs are appropriate principally for patients
who are being treated with coumadin.

The Other Cause of Isolated PT or APTT is
Coagulation Factor Deficiency

If the PT or the APTT becomes elevated in the absence of treatment with
heparin or coumadin, and the platelet count is normal, it is important to
perform mixing studies of the patent’s plasma with normal plasma to
determine if the coagulation time normalizes (i.e., whether there is a factor
deficiency). A not infrequent cause of factor deficiency is liver failure,
discussed subsequently and in Chapter 21. Thus liver function measure-
ments should also be checked in these instances. If mixing studies do not
completely correct the prolonged coagulation times, the presence of coag-
ulation inhibitors, such as circulating lupus anticoagulant or antifactor anti-
bodies, should be suspected.

The Major Cause of Elevated PT and
APTT is DIC

If the platelet count diminishes and the APTT and the PT both rise, the
diagnosis of DIC should be entertained. This diagnosis is confirmed by
the finding of elevated fibrin split products (FSPs) and, more specifically,
the p-dimer, discussed in Chapter 40 as the D-D fragment of fibrin that
results from the proteolytic action of plasmin upon the fibrin clot that forms
during intravascular coagulation. p-Dimer is detected in an assay by utiliz-
ing a very specific monoclonal antibody to this cross-linked fibrin degrada-
tion product. This method has largely replaced the less specific assay for
FSPs, which likewise are elevated in this condition. DIC is an extremely
dangerous condition and must be diagnosed rapidly, as indicated earlier.
In this condition, abnormal activation of both coagulation cascades and
consumption of platelets occur. This activation may be caused by gram-
negative sepsis (activation of the cascades may result from bacterial endo-
toxins), cancer, chronic inflammatory states such as collagen vascular
diseases, leukemia (especially acute promyelocytic leukemia), complica-
tions of pregnancy, blood transfusion complications, liver failure, and
physical trauma such as burns, drowning, and central nervous system
(CNS) injuries. DIC causes the formation of microemboli that can result
in widespread tissue infarction or ischemia with attendant abnormal chem-
ical values (e.g., elevated liver function enzymes; elevated BUN and cre-
atinine, suggestive of renal failure; and even elevation of cardiac troponin,
indicating myocardial damage). Thus low platelet counts and elevated
APTT and PT, together with chemical abnormalities suggestive of multi-
system dysfunction, strongly suggest DIC. Anticoagulant therapy must be
instituted rapidly to block further embolization and tissue destruction.

ABNORMALITIES IN CLINICAL
CHEMISTRY: CHEMICAL PATHOLOGY

ELECTROLYTE ABNORMALITIES

This topic is treated at length in Chapter 14 and in Oh (2003). Here we
present an overview of the regulation of serum levels of critical electrolytes

Glomerulus

DCT

LK*

Lt Aldosterone

b=

_H,0| ADH

Loop of Henle

Figure 8-1 A schematic representation of a nephron showing the fundamental
mechanism of water and salt conservation by the kidneys. Filtration occurs at the
glomerulus (upper left, showing capillaries in red), and the filtrate passes through the
proximal convoluted tubule (PCT), where about 70% of the total filtered sodium is
reabsorbed. In the loop of Henle, the countercurrent multiplier mechanism is opera-
tive. Chloride ion (CI") is extruded from the ascending limb into the interstitial space
(shown in the upper middle part of the figure). Sodium ion passively follows. The cells
of the ascending limb of the loop of Henle are impermeable to water, and the cells
of the descending limb are impermeable to chloride ions. The result of this system
is that high concentrations of NaCl are built up at the tip of the loop of Henle. The
numbers beside the loop of Henle are osmolalities at different levels along the loop
that, in humans, reach a maximum of 1200 mOsm/kg, as shown in the figure. At
the top of the loop, the filtrate becomes isotonic (where the 300 mOsm/kg mark
occurs) and then hypotonic because of the continuous extrusion of chloride ion.
The hypertonic interstitium allows water to diffuse in from the collecting ducts
(CDs), provided that antidiuretic hormone (ADH, labeled and highlighted in color in
the figure) is secreted. More sodium ion can be conserved in the distal convoluted
tubule (DCT), provided aldosterone (labeled and highlighted in color) is secreted,
resulting in the one-to-one exchange of Na* for K* and H*.

to enable accurate formulation of the possible causes of abnormalities in
their serum levels. Figure 8-1 summarizes the basic mechanisms by which
the kidneys control electrolyte and water balance. Functionally, keep in
mind that the purpose of the kidneys is to conserve fluids or, tantamount
to this, to concentrate the urine. The mechanism by which this conserva-
tion of fluids is effected is the building up of high sodium chloride gradi-
ents in the interstitial space between the descending and ascending limbs
of the loop of Henle, using the countercurrent multiplier mechanism. By
this mechanism, sodium chloride is extruded into the interstitial space such
that sodium chloride (NaCl) concentrations become greater toward the tip
of the loop of Henle. The ascending limb of the loop of Henle is imperme-
able to water, as are the distal convoluted tubules and collecting ducts.
However, under the effect of antidiuretic hormone (ADH), the collecting
ducts are made permeable to water, allowing it to flow into the interstitial
space and to penetrate the vasa recta. The entire driving force for this
process is the high concentrations of NaCl in the interstitium. Any inter-
ference with the countercurrent multiplier will block reabsorption of water
because the ion gradients are eliminated.

As also shown in Figure 8-1, sodium ion, 70% of which is reabsorbed
in the proximal convoluted tubule, can be further reabsorbed in the distal
convoluted tubules and collecting ducts under the effect of aldosterone
from the zona glomerulosa of the adrenal cortex. This hormone promotes
the 1:1 exchange of sodium for potassium or hydrogen ion. Sodium levels
in serum depend almost completely on the interplay between aldosterone
and ADH. With these simple considerations in mind, the most common
causes of hyponatremia and hypernatremia are now summarized with an
explanation of how to identify them. It should be kept in mind that normal
renal function is assumed. If renal failure occurs, the kidneys ultimately
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TABLE 8-2

Common Causes of Hyponatremia and Electrolyte Patterns in Serum and Urine With Normal Renal Function
Cause Serum Na Urine Na (UNa)

1. Overhydration Low Low

2. Diuretics Low Low

3. SIADHT Low High

4. Adrenal failure Low Mildly elevated

5. Bartter’s syndrome Low Low

6. Diabetic hyperosmolarity* Low Normal

SIADH, Syndrome of inappropriate antidiuretic hormone.

Urine osmolality Serum K 24-hour UNa
Low Normal or low Low

Low Low High

High Normal or low High

Normal High High

Low Low High

Normal High Normal

*All Na and K values are concentrations except for 24-hour UNa, which is the total number of milliequivalents of Na excreted in 24 hours in the urine.

Secretion of inappropriate levels of antidiuretic hormone.
#In this condition, serum glucose is markedly elevated.

fail to be able to concentrate the urine, so that hyponatremia will result,
as is discussed in the Renal Disease section later.

Hyponatremia

The four most common causes of hyponatremia are given in Table 8-2,
together with a fifth, rare cause, Bartter’s syndrome. A sixth, metabolic
cause, diabetes mellitus, is also presented in this table. In all forms of
hyponatremia, the chloride ion concentration is generally low because
chloride is the chief counter-ion for sodium.

Basic Principle

All confirmed serum sodium abnormalities must be followed up with
urinalysis on the patient, who should be fluid restricted. This urinalysis
should include the urine sodium and urine osmolality. For conditions 1
and 2 in Table 8-2, the serum sodium tends to correct over a 24-hour
period when the patient is fluid restricted.

Overhydration

In this condition, the most common cause of which is the consumption of
large amounts of water or hypotonic fluids due to such causes as psycho-
genic polydipsia, serum sodium is reduced to below 135 mEq/L. Because
the consumed water is excreted by the kidneys, the urine is also dilute in
this ion. In fact, the osmolality of urine will be low (i.e., <300 mOsm/kg).
Often accompanying hyponatremia in overhydration are low values of the
Hect and low values of BUN, discussed subsequently. This triad of findings
strongly suggests overhydration as the cause. Urinalysis in the fluid-
restricted patient will reveal urinary sodium of <25 mEq/L and low
osmolalities. Potassium may also be low, although it often remains within
the reference range. Because mainly water is excreted in urine in this
condition, the total 24-hour sodium excretion will be low (cause no. 1,

Table 8-2).

Use and/or Abuse of Diuretics

Loop diuretics block the chloride pump in the loop of Henle, thereby
blocking the formation of ion gradients via the countercurrent multiplier,
which is necessary for water conservation. Thus water is lost. Also, because
sodium is no longer retained because it follows chloride in the loop, it also
is depleted from serum. Thus, unlike in overhydration, the total 24-hour
sodium excretion is high (compare 24-hour urinary sodium [UNa] values
for entries 1 and 2, Table 8-2). Except for this difference, the pattern for
diuretics resembles overhydration (dilute serum and urine); however, loop
diuretics cause severe potassium depletion unless the diuretic is combined
with a potassium-sparing diuretic like triamterene. Combined hyponatre-
mia and hypokalemia with a high urinary sodium and potassium 24-hour
excretion point to diuretic use. Of course, a history will generally reveal
use of diuretics.

Syndrome of Inappropriate ADH Secretion
(Entry 3, Table 8-2)

In this condition, secondary to head trauma, seizures, other CNS diseases,
and neoplastic conditions, especially lung, breast, and ovarian cancers that
secrete ADH-like hormones, the serum sodium is depressed because of
excessive retention of water in the collecting ducts. This results in
depletion of water in the renal tubules, thereby concentrating the urine.
Therefore, although the serum is dilute in sodium (hypotonic), the urine
is concentrated to levels >40 mEq/L, and urine osmolality exceeds
300 mOsm/kg, while the serum osmolality is <280 mOsm/kg. This pattern
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clearly is diagnostic of syndrome of inappropriate antidiuretic hormone
(STADH).

Aldosterone Deficit (Entry 4, Table 8-2)

This condition occurs secondary to Addison’s disease and AIDS-related
hypoadrenalism. Without aldosterone, the Na*-K" and Na'-H" exchanges
in the distal convoluted tubules and collecting ducts do not occur. There-
fore, serum sodium concentration is reduced while serum potassium con-
centration increases, and mild metabolic acidosis is the result. Urinary
sodium increases, but not to the high levels seen in SIADH, and the
osmolality of urine also is not so elevated as in SIADH.

Bartter’s Syndrome (Entry 5, Table 8-2)

This rare condition resembles diuretic use, except that the hyponatremia
is not corrected with fluid restriction. Although the cause of this condition
is not fully understood, it is known that the kidneys of these patients fail
to retain potassium. This results in both hyponatremia and hypokalemia
as in diuretic use/abuse. In addition, as in diuretic use, high 24-hour
sodium and potassium excretion is noted.

Diabetic Hyperosmolar State (Entry 6, Table 8-2)

In patients with diabetes mellitus who are in a hyperosmolar state (i.e.,
where the serum glucose is markedly elevated, say around 700 mg/dL),
the hyperosmolality of serum causes efflux of cellular water, with conse-
quent osmotic dilution of serum sodium. Roughly, for each 100 mg/dL
increase in serum glucose, a 1.6 mEq/L decrease in serum Na+ concen-
tration is noted. Because transport of glucose into cells is accompanied
by concurrent transport of potassium into cells, low insulin levels may
also cause high serum potassium. So, the net effect of diabetic hyperos-
molar states is a low serum sodium and a high serum potassium. This
resembles hypoaldosteronism (entry 4, Table 8-1), but the presence of
abnormally high glucose levels signals the possibility of diabetes mellitus
as the cause.

Pseudohyponatremia

This condition is usually caused by the presence of excess lipids in serum.
No sodium ions are dissolved in lipids, which can take up a considerable
volume of serum. If the absolute amount of sodium in a given volume of
serum is determined, as with such methods of sodium determination as
flame photometry, this value is divided by the sample volume to get
the concentration. But part of this volume is lipid that has no sodium.
So a falsely low value of sodium can be obtained. This artifact is eliminated
by the use of ion-selective electrodes that directly determine the concen-
tration of sodium and do not depend upon knowledge of the volume
of serum. Note that although most modern, high throughput chemistry
analyzers measure serum sodium using ion-selective electrodes, they
perform a predilution of the specimen (so-called indirect potentiometry),
and hence the measurement is relative to volume and s susceptible to
pseudohyponatremia.

Hypernatremia

Table 8-3 summarizes the three basic causes of hypernatremia. Note that
each cause is the counterpart of a cause for hyponatremia. These causes
are summarized as follows:

Dehydration (Entry 1, Table 8-3)

This can be caused by excess renal loss with high positive free water clear-
ance (i.e., loss of water in excess of NaCl), excess sweating, and low water



TABLE 8-3

Common Causes of Hypernatremia and Electrolyte Patterns in Serum and Urine With Normal Renal Function

Cause Serum Na Urine Na (UNa) Urine osmolality Serum K 24-hour UNa
1. Dehydration High High High Normal Varies

2. Diabetes insipidus High Low Low Normal Low

3. Cushing'’s disease or syndrome High Low Normal Low Low

*All Na and K values are concentrations, except for 24-hour UNa, which is the total number of milliequivalents of Na excreted in 24 hours in the urine.

intake. The serum sodium is elevated, as is the Het (possibly masking a
true anemia), and the urine sodium is high as the result of increased renal
excretion of NaCl.

Diabetes Insipidus (Entry 2, Table 8-3)

Diabetes insipidus (DI) may be central (neurogenic) (i.e., due to decreased
vasopressin secretion) or nephrogenic (i.e., due to decreased renal
response). Functionally, this condition is the reverse of SIADH (i.e., water
retention in the tubules is not adequate). Although this condition is not
completely understood and may be multifactorial, current research sug-
gests that mutation and/or changes in protein expression of “water channel
molecules” (renal aquaporins) and/or the vasopressin V2 renal collecting
tubule cell receptor may play a role in both pathologic water loss, such as
in nephrogenic DI, and pathologic water retention, such as STADH (O,
2003; Schrier, 2003; Brown, 2003; Nguyen, 2003; Nielsen, 2002). The
pattern shows elevated serum sodium but dilute urinary sodium caused by
functionally inadequate levels of ADH.

Hyperaldosteronism (Entry 3, Table 8-3)

This condition may result from adrenal hyperplasia, Cushing’s syndrome,
and Cushing’s disease. Levels of circulating aldosterone are inappropriately
high, causing excessive reabsorption of Na and excretion of K* and H*
ions. The patient will be hypernatremic and hypokalemic and will exhibit
a mild metabolic alkalosis.

Hypokalemia

Many of the causes of hypokalemia, including overhydration, use of
loop diuretics, SIADH, and Bartter’s syndrome, overlap with those
of hyponatremia, as discussed earlier. In addition to overlap of these
causes with those of hyponatremia, the following states lead uniquely
to hypokalemia.

L. Infusion of insulin to diabetic individuals. This results in rather large
influxes of potassium into cells, which lower it in serum.

2. Alkalosis. RBCs are themselves excellent buffers. They are capable
of exchanging potassium for hydrogen ions. Thus, in acidosis, H
ions enter red cells in exchange for K* ions. Conversely, in alkalosis,
H" ions leave red cells (to neutralize excess base), and K* ions enter
the red cells.

3. Vomiting. The major loss consists of both H* and K* from the
stomach. Loss of K" in gastric fluid may be less important than the
overall fluid loss, which causes activation of aldosterone and renal
wasting of K*.

Hyperkalemia

Among the major causes are those that also cause hypernatremia (e.g.,
dehydration, diabetes insipidus), as well as acidosis and diabetes mellitus
(as discussed earlier), and hemolysis. Any kind of cell damage, such as
rhabdomyolysis, and especially hemolysis of erythrocytes, can cause hyper-
kalemia. In hemolysis, all of the intracellular K* is extruded into plasma.
Another analyte that is concentrated in red cells that rises with K* in
hemolysis is LD. Concomitant elevations of potassium and LD in serum
should be taken as indications of hemolysis that occurs artifactually after
a blood sample has been taken from the patient or, less commonly, as
hemolysis that results from an underlying hemolytic condition.

RENAL DISEASE (OH, 2003;
SCHNERMANN, 1998)

Four analytes aid in the diagnosis of this condition: BUN, creatinine,
calcium, and phosphate. It is amazing that neither BUN nor creatinine has
an inherent relationship to kidney function, but both fortuitously are excel-
lent indicators of renal condition.

BUN

Urea nitrogen is generally measured in plasma or serum but has histori-
cally been referred to as BUN. The formula for urea is H,N-CO-NH.,.
Two moles of nitrogen are present per mole of urea. This is the end
product of NH; metabolism in the liver, as discussed in Chapter 21. Urea
is excreted by the renal tubules at a rate that is roughly proportional to
the glomerular filtration rate (GFR). Note, therefore, that the retained
urea (i.e., plasma or serum urea or BUN) is approximately inversely
proportional to the GFR, that is,

BUN « I/GFR (8-1)

Creatinine

Creatinine is secreted but is also reabsorbed to an approximately equal
extent, so that the net effect is that the amount filtered is the amount
excreted. The total amount of creatinine filtered then is its urinary con-
centration, Ucr X volume of urine (V), over a given time. The total plasma
that delivered this quantity of creatinine to the glomerulus is the total
amount of creatinine filtered divided by the plasma concentration, Pcr.
This quantity is also the creatinine clearance (Ccr). So the glomerular
filtration rate is as follows:

GFR = Cer = Ucer x V/Pcr (8-2)

Pre-Renal Disease

Suppose the BUN is abnormally high (reference range = 10-20 mg/mL).
Two possible reasons for this are known. The first is pre-renal, where renal
plasma flow is reduced from such lesions as renal artery stenosis, renal vein
thrombosis, and the like. This causes a reduction in the GFR. From Equa-
tion 8-1, the BUN will then rise. However, the serum creatinine levels
(Per in Equation 8-2), with a reference range of about 0.5-1.0 mg/dL,
generally will remain within normal limits or may be mildly elevated
because, from Equation 8-2, it can be seen that low GFR will result in
lower urine flow (V in Equation 8-2). Pcr and Ucr generally will remain
within normal limits. Thus a disproportionate rise in BUN over creatinine
will be noted. The normal BUN/creatinine ratio is 10-20:1, and in pre-
renal disease, it rises to well above 20:1.

Renal and Post-Renal Disease

The second cause of elevated BUN is true renal disease. Here again, there
will be a rise in BUN due to low GFR. Now, however, creatinine filtration
will be compromised, so that its serum level will rise correspondingly.
Thus, in true renal disease, both BUN and creatinine rise together, main-
taining the BUN/creatinine ratio at 10-20: 1 (Oh, 2003). This pattern also
occurs in so-called post-renal disease (i.e., obstructive uropathy due to
renal or ureteral stones [nephrolithiasis or urolithiasis], prostatic enlarge-
ment from benign prostatic hyperplasia or prostatic carcinoma, urinary
tract infection, bladder stasis, urothelial carcinoma, etc.

Pinpointing the Lesion

Suppose a patient is found to have a BUN of, say, 60 mg/dL and a creati-
nine of 3.5 mg/dL. True renal failure can therefore be diagnosed. Now,
consider the kidney to be two compartments—one a filtration compart-
ment (glomerulus), and the other a concentration compartment (renal
tubules). If renal failure is present, where is the lesion—in the filtration or
the concentration compartment? As discussed previously, the function of
the kidneys is to conserve fluids or to concentrate the urine. Therefore, if
a patient is on a fluid-restricted diet, the osmolality of urine (Uosm) should
be significantly higher than the osmolality of plasma (Posm). In fact,
Uosm/Posm is >1.2 for normal individuals. If a 24-hour urine specimen
collection from the above patient on a fluid-restricted diet is measured for
Uosm, we can determine where the lesion has occurred. If Uosm/Posm
<1.2, then the urine is not being concentrated, so a tubular lesion must be
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present. On the other hand, if a normal ratio is found, then, by exclusion,
the lesion must be glomerular. Causes of glomerular lesions are many and
include glomerulonephritis, pyelonephritis, diabetes, and infarction among
others; tubular lesions also have many causes, including pyelonephritis,
diabetes, papillary necrosis, acute tubular necrosis, infarction, shock,
ischemia, etc. It is remarkable that from a blood specimen of only 100 uL
and several urine aliquots, not only can we determine the presence of
renal failure, but we can localize the lesion and all of this virtually
noninvasively.

Calcium and Phosphate

The kidneys play an important role in the regulation of calcium levels. In
renal failure, calcium levels tend to fall, while phosphate levels correspond-
ingly tend to rise. The topic of calcium and phosphorus metabolism is
discussed in detail in the context of bone metabolism (see Chapter 15) and
the endocrine system (see Chapter 24). Here, we discuss these two analytes
for diagnostic purposes.

Remember that calcium is the most abundant cation in the body, and
that most of it is stored in bone as a calcium hydroxyphosphate in hydroxy-
apatite crystal. Calcium complexes with phosphate in several different
forms, depending on the ionization state of phosphate, that is,

H,PO, < H,PO,” +H* (8-3)
H,PO,” <> HPO,>* + H* (8-4)
HPO.> < PO, +H* (8-5)

The most insoluble calcium phosphate forms are those with the most
basic phosphates (i.e., those in Equation 8-5). Thus alkaline conditions
promote calcium deposition in bone, while acidic conditions promote
leaching of calcium from bone. Therefore, alkalosis promotes hypocalce-
mia, while acidosis promotes hypercalcemia.

Note also an equilibrium between soluble calcium phosphate and
insoluble calcium phosphate in bone. We represent this equilibrium as
follows:

Ca + P <> (CaP) insoluble (8-6)

where P represents all ionic phosphate forms, and where the left side
is all soluble calcium phosphate salts and the right side is the insoluble
salt forms. The equilibrium constant, Ksp, for this equilibrium is as
follows:

Ksp = (Ca) x (P)/(CaP) insoluble (8-7)

Because (CaP) insoluble is constant in concentration, the product of
soluble Ca X soluble P is a constant, called the solubility constant, or Ksp.
Thus there is an inverse relationship between Ca and P. Hypocalcemic
states are almost always accompanied by hyperphosphatemic states, and
vice versa. Of the soluble calcium, in the numerator of Equation 8-7 are
two forms—calcium bound to albumin and globulin and small molecules
in chelate form, and so-called ionized or nonchelated calcium. Biologically
active calcium is present in the ionized form. Therefore, serum levels of
ionized calcium are considered to be the best measure of hypocalcemia,
normocalcemia, or hypercalcemia.

Causes of Hypocalcemia

The kidneys are vital in calcium metabolism and regulate calcium levels
in two ways. First, parathyroid hormone stimulates the renal tubules to
excrete phosphate. By Equation 8-7, the serum calcium level must then
rise. Also, the kidneys are vital to the formation of active vitamin D in the
synthesis of 1,25-dihydroxycholecalciferol, necessary for the absorption of
calcium in the gut. In renal disease, where tubular failure occurs, phosphate
excretion is inhibited by the nonresponsiveness of the tubules to parathy-
roid hormone. Therefore, phosphate levels rise, while calcium levels fall.
In addition, active vitamin D production is reduced, lowering absorbed
calcium. Hypocalcemia and hyperphosphatemia, in the face of elevated
BUN and creatinine, indicative of renal disease, strongly suggest tubular
failure.

Other Causes of Hypocalcemia

Besides alkalosis and renal failure, hypocalcemia may be caused by hypo-
parathyroidism, also leading to hyperphosphatemia. Rarely, as in medul-
lary thyroid carcinoma and other amine precursor uptake and decarboxylase
activity cell tumors, the elaboration of calcitonin, a well-known calcium-
lowering hormone, may lead to decreased serum calcium levels. In addi-
tion, vitamin D levels may be low, resulting in diminished reabsorption of
calcium for the gut. These causes may be encapsulated in the acronym,
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CHARD (Calcitonin, Hypoparathyroidism, Alkalosis, Renal failure,
vitamin D deficit).

Causes of Hypercalcemia

Besides acidosis, possible causes of this condition may be summarized by
Bakerman’s “CHIMPS” mnemonic (Bakerman, 1994), or Cancer, Hyper-
thyroidism, Iatrogenic causes, Multiple myeloma, Hyperparathyroidism,
and Sarcoidosis.

Calcium and Albumin

About half of the calcium circulating in blood is bound to serum protein,
mainly albumin; the remainder may be chelated in tight complexes with
ions such as citrate and oxalate or may be found in ionic complexes with
counter-ions such as chloride—so-called free calcium. As is true for most
hormones in the body, serum levels of parathyroid hormone (PTH) are
determined by the levels of the free target of the hormone, in this case,
free calcium. Also, virtually all of the effects of calcium in the body are
induced by free calcium. Free or ionized calcium can be measured directly
by an ion-selective electrode method. However, most laboratories measure
total serum calcium using appropriate chelating dye methods; the concen-
trations of the calcium-dye complexes can be measured spectrophoto-
metrically. Several formulas, none too reliable, have been developed to
compute serum free calcium concentration from the total calcium ion
concentration and serum albumin concentration (Larsson, 2003). More
relevant is the computation of the “corrected” calcium concentration, most
usually in hypocalcemia (Labriola, 2009). Generally, even if serum albumin
concentrations fluctuate substantially, resulting in changes in total calcium
levels, the ionized calcium levels in serum may remain relatively stable. If
a patient has a total serum calcium that is lower than the lowest value for
the reference range, and if the serum albumin level is concurrently low, a
correction formula is used in which the total calcium is computed as the
observed total calcium in mg/dL + a correction factor. Several different
correction factors are known, perhaps the most commonly used of which
is 0.8 % (4 g/dL — serum albumin concentration in g/dL). This correction
is based on the ratio of bound calcium to albumin and the mean “normal”
albumin value of 4 g/dL. If the corrected value results in total calcium in
the reference range, it is assumed that the free calcium is in the normal
range, that is, the “lost” calcium was all bound to albumin, and no free
calcium was lost. Conversely, dehydration or hemoconcentration may
elevate serum albumin, resulting in a falsely elevated total serum calcium.
In this case, the correction will be a negative one because the albumin
levels are elevated above 4 g/dL.

BLOOD GAS ABNORMALITIES

We have discussed the effects of acidosis and alkalosis on serum calcium
levels. The actual diagnosis of acidosis or alkalosis, however, depends on
measurement of the pH of arterial blood. This topic is discussed in depth
in Chapter 14. Here we focus on how to interpret abnormal results and
to correlate them with other laboratory findings.

Blood gas determinations refer to the quantitative measurement of the
pH of arterial blood, the partial pressure of carbon dioxide (pCO,), the
bicarbonate, the partial pressure of oxygen (pO,), oxygen saturation, and
base excess. Three of these quantities are interdependent on one another,
that is, the PCO,, the bicarbonate, and the pH, by the Henderson-
Hasselbalch equation as follows:

pH = 6.1+ log[(HCO;")/(H,CO;)] (8-8)

Because the H,COj concentration in blood is directly proportional to
the pCO; (i.e., at room temperature), H,CO; = 0.03 = pCO,, Equation
8-8 can be written as follows:

pH = 6.1+ log[(HCO;")/(0.03x pCO,)] (8-9)

Note that if bicarbonate, in the numerator of Equation 8-9, becomes
consumed as in metabolic acidosis, the respiratory rate will increase,
thereby decreasing the pCO,, causing the denominator of this equation to
fall, resulting in compensation. If the pCO, increases, as in respiratory
acidosis, the kidneys retain bicarbonate, so that both numerator and
denominator increase so as to maintain the ratio relatively constant.

In interpreting blood gas results, the first number to note is the pH.
Regardless of the values of the bicarbonate and pCO,, if the pH is less
than 7.4, the patient is acidemic, that is, the hydrogen ion concentration
in blood is elevated, which must reflect acidosis, that is, excessive produc-
tion or retention of acid; if greater than 7.4, the patient is alkalemic,
reflecting the process of alkalosis; if close or equal to 7.4, the patient is



TABLE 8-4
Patterns of pH, pCO,, and Bica

Different Conditions

Condition pH Bicarbonate pCO, Typical causes

1. Metabolic <7.40 Low Low Diabetic ketoacidosis;
acidosis lactic acidosis

2. Metabolic >7.40 High High Vomiting
alkalosis

3. Respiratory  <7.40  High High COPD; paralysis of
acidosis respiratory muscles

4. Respiratory >7.40 Low Low Anxiety; acute pain
alkalosis

COPD, Chronic obstructive pulmonary disease; pCO,, partial pressure of carbon
dioxide.

neither acidemic nor alkalemic, but could still have compensating pro-
cesses of acidosis and alkalosis. Once the diagnosis of acidosis or alkalosis
is made, then the bicarbonate and the pCO, can be used to decide whether
it is of metabolic or respiratory origin.

Table 8-4 summarizes the four basic abnormal states: Metabolic and
respiratory acidosis and metabolic and respiratory alkalosis. In metabolic
acidosis, the primary problem is production of acid, as in diabetic ketoaci-
dosis, lactic acidosis (e.g., from gram-negative sepsis), and renal failure.
This acid is buffered by bicarbonate, which is therefore consumed. To
compensate for the bicarbonate loss, the breathing rate increases to lower
the pCO,. So a low pH combined with a low bicarbonate and a low pCO,
point to metabolic acidosis, as shown in condition 1 of this table.

As shown in condition 2 of the table, the opposite condition, metabolic
alkalosis, results in reversal of the levels shown in condition 1. The most
common cause of metabolic alkalosis is vomiting with loss of HCI from
the stomach and an attendant rise in bicarbonate.

When CO; is abnormally retained by the lungs, as in chronic obstruc-
tive pulmonary disease (COPD), the denominator of Equation 8-9
increases, causing the pH of blood to fall. To compensate, the kidneys
retain bicarbonate, thus increasing the numerator of this equation. If the
blood pH is below 7.4, and the CO, and bicarbonate are both increased
(condition 3 in Table 8-4), the acidosis is of respiratory origin. Note the
mirror image condition (opposite levels) for respiratory alkalosis in condi-
tion 4 of this table. Besides COPD, the major causes of respiratory acidosis
include diseases such as myasthenia gravis, in which there is partial paraly-
sis of the accessory muscles of breathing; pneumonia; and central nervous
system diseases affecting the brainstem in areas involved in respiratory
control. Respiratory alkalosis is due mainly to hyperventilation, often of
psychogenic origin. Here, the pCO, is reduced because of the rapidity of
breathing.

The pH of blood can affect the levels of electrolytes in serum. In aci-
dosis, besides bicarbonate buffering, red cells also buffer excess H" ions by
exchanging these for intracellular K* jons, the net effect being a mild
hyperkalemia. An attendant hypokalemia occurs in alkalosis. Remember
also that acidosis can cause a mild hypercalcemia; alkalosis can cause a mild
hypocalcemia and can especially affect the ionized calcium moiety.

Anion Gap

All sodium ions must be neutralized by counter-ions, most of which, in
blood, are constituted by chloride and bicarbonate ions, and, to a lesser
degree, by phosphate, sulfate, and protein carboxylate groups. Normal
serum sodium is about 140 mEq/L, chloride is usually around 100 mEq/L,
and bicarbonate around 2 mEq/L. The anion gap is then defined as
Na* — (CI" + HCO;y"), which for normal individuals is around 16. This
16 mEq/L really accounts for the other counter-ions that neutralize
sodium but are not measured in serum.

If an individual has a metabolic acidosis, in which the rise in H* ion
concentration is accompanied by a corresponding rise in Cl ions, the acid
will be buffered by bicarbonate (converted to H,COj). The bicarbonate
value therefore will decrease, but a 1:1 increase in chloride ion will occur.
Thus there will be no change in the anion gap. If the metabolic acidosis is
due to the presence of an acid whose counter-ion is not CI7, such as aceto-
acetic acid (in diabetic acidosis) or lactic acid as in sepsis or hypoperfusion,
then bicarbonate is reduced, as above, but no corresponding increase in
CI” occurs. Therefore, there is an increase in the anion gap, which can reach
values of 25-30 mEq/L. The presence of a widened anion gap signifies the
presence of a metabolic acidosis due to a non—chloride-containing acid.
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Figure 8-2 The effect of increased partial pressure of carbon dioxide (pCO,) on
the partial pressure of oxygen (pO,) in the alveolus and in the arterial blood. This
figure demonstrates that as pCO, increases, a greater than a one-to-one decrease
in pO, occurs.

Low Anion Gaps

Consistently low anion gaps, typically in the range of 1-3 mEq/L, signify
the presence of high levels of basic protein, often a monoclonal paraprotein
as occurs in plasma cell dyscrasias. Basic protein contains ammonium ions,
the counter-ions for which are chloride. Now the “invisible” ion is ammo-
nium, and a measurable increase in chloride ion occurs. This tends to
decrease the anion gap. Persistently low anion gaps are a serious sign of
possible malignancy (e.g., multiple myeloma).

Oxygenation

Blood gases also give an excellent measurement of tissue perfusion through
measurement of the pO, and the O, saturation of Hb. Normal pO, values
should be between 90 and 100 mm Hg, while O, saturation should be
100%. Low values of either or both of these numbers flag underlying
pathology. The major causes of low values for these measurements are
myocardial infarction, pulmonary embolus, severe pulmonary interstitial
disease (e.g., interstitial pneumonia), and tissue anoxic states secondary to
hypoperfusion, as in septicemia and severe congestive heart failure.
In pulmonary embolus, the pulmonary circulation is blocked by the
embolus, despite adequate ventilation, giving rise to ventilation/perfusion
inequalities. The hallmark of pulmonary embolus is a marked drop in
the pO,.

Hypercarbia as a Cause of Hypoxia

Another major cause of hypoxic states in arterial blood is CO, retentive
states, as in severe COPD. This occurs because, as CO, builds up in alveoli,
it reduces the volume of O, in the air space. At pCO, values of over
50 mm Hg, the effect on alveolar pO,, represented as P,O,, becomes
important, as illustrated in Figure 8-2. Oxygen, unlike CO,, is not soluble
in water or membranes, so that there is a difference of about 10-15 mm
Hg pressure between alveolar and arterial O, (represented as P,0,), called
the A-a gradient. Thus the P,O, is even lower than the decreased P,O,.
It is important to remember that the total oxygen breathed in, called the
P;0O,, is partitioned, therefore, between the alveolar sac and the arterial
blood. This relationship may be written as follows:

PO, = P,0, + PO, (8-10)

For each mole of O, consumed, approximately 0.8 mole of CO; is
produced. The ratio of CO, produced to O, consumed is called the respira-
tory quotient, or the RQ. The P,O, may be written as P,CO,/RQ. Overall,
Equation 8-10 can be rewritten as follows:

P,O, =P0O, -P,CO,/RQ (8-11)
For an RQ of 0.8:
P,O, =P0, -1.25xP,CO, (8-12)

This equation states that, for each increment in the P,CO,, there will
be a more than one-to-one decrease in the P,O,. This will result in severe

O, deficits.
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Figure 8-3 The effects of decreasing partial pressure of oxygen (pO,) in the
allosteric zone of the oxygen-hemoglobin dissociation curve. On the pH 7.4 (middle)
curve, if the pO, drops from 80 to 60 mm Hg, little effect on oxygen saturation is
seen. However, a drop from 40 to 20 mm Hg results in a large drop in oxygen satu-
ration, from about 80% to 30% (arrow 1 in the figure). Combined with this low
oxygen saturation is a marked tissue lactic acidosis from anaerobic metabolism. The
increased acidosis results in a drop in blood pH to 7.2, shifting the oxygen-
hemoglobin dissociation to the right (pH, 7.2 curve). Now, for a pO, of 20 mm Hg,
the oxygen saturation drops even farther (arrow 2 in the figure) to about 20%,
setting a vicious circle in motion.

Figure 8-3 is the oxygen-hemoglobin dissociation curve. Note that the
curve is sigmoidal because of the allosteric nature of the binding of oxygen
to hemoglobin. For pO, values between 70 and 100 mm Hg, the saturation
of hemoglobin is close to 100%. But at pO, values <70 mm Hg, a steep
drop in the saturation fraction is noted, so that small drops in pO, lead to
large decreases in percent saturation. Compounding this effect is the dis-
proportionate decrease in pO, whenever pCO, increases, as described
previously. While these detrimental events transpire, tissue perfusion
severely diminishes because of the diminished O, saturation of arterial
blood. The result is tissue acidosis (mainly from lactic acid as a result of
anaerobic metabolism). Acidosis shifts the oxygen-hemoglobin dissocia-
tion to the right, as in Figure 8-3, causing even lower saturation for a given
pO,, causing further diminished tissue perfusion and more tissue acidosis.
This vicious cycle can be corrected by placing the patient on a respirator
to cause increased expiration of CO,.

The pattern of arterial blood gas determinations for this type of patient
will be low arterial blood pH, low pO,, low O, saturation, high pCO,, and
low bicarbonate. This pattern is not typical of the four basic patterns given
in Table 8-4 because, on top of a fundamental respiratory acidosis (high
pCO,), there is a superimposed tissue metabolic lactic acidosis, causing low
bicarbonate. These findings, together with the low pO,, indicate the
immediate need for ventilation of the patient on a respirator.

Unlike in myocardial infarction and pulmonary embolus, treatment of
the acute hypercarbic state calls for not administering O, unless the patient
is being adequately ventilated. Hypercarbia induces a CO,-induced inhibi-
tion of the respiratory centers in the pons and the medulla oblongata in
the brainstem. In fact, the only impetus to breathe is hypercarbia-induced
hypoxia, which causes chemoreceptors in the aortic arch to send signals to
the respiratory center in the brain to continue breathing. Administration
of O, to patients with this condition without ventilation can cause cessation
of respiration and the acute demise of the patient.

GLUCOSE ABNORMALITIES

The normal reference interval for fasting serum glucose is generally
between 70 and 110 mg/dL. Recently, discussion has involved lowering
the upper limit to 100 mg/dLL. (Nathan, 2009). As described in Chapter 16,
the two basic abnormalities that occur with serum glucose levels are
hyperglycemia, almost always associated with diabetes mellitus, and
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hypoglycemia due to iatrogenic (overdose with insulin in the diabetic
patient) or to other underlying causes (such as reactive hypoglycemia due
to “hypersensitivity” to insulin, insulinoma, etc.). To establish hyperglyce-
mia, it is vital to determine whether the patient has (1) a fasting serum
glucose level greater than or equal to 126 mg/dL, (2) a random serum
glucose level greater than or equal to 200 mg/dL, or (3) a 2-hour postload
plasma glucose concentration greater than or equal to 200 mg/dL during
an oral glucose tolerance test (Nathan, 2009). Any one of these findings is
diagnostic, if it can be confirmed by repeat testing on a subsequent day
(Nathan, 2009).

In the glucose tolerance test, as described in Chapter 16, after giving
the patient, who has not eaten for 12 hours overnight, a well-defined
amount of glucose orally, blood and urine glucose levels are followed.
Normally, serum glucose levels rise and then fall within about a 2-hour
period. If the glucose levels remain elevated, however, the diagnosis of
diabetes mellitus may again be made. If glucose is detected in the urine at
any point, evidence for this condition is also obtained, although absence
of urinary glucose does not in any way rule out diabetes mellitus.

High levels of serum glucose also result in the glycosylation of Hb.
Glycosylated Hb levels change slowly over time and therefore constitute
a stable and reliable indicator of serum glucose levels over the past 2-3
months. Glycosylated Hb levels that are greater than 6.5% are considered
to be indicative of diabetes mellitus (Nathan, 2009), and efficacy of treat-
ment is gauged by whether this serum level is reduced to less than 6.5%.
Of all the methods for diagnosing and especially for monitoring the treat-
ment of diabetes mellitus, measurement of glycosylated Hb levels is
perhaps the most accurate and should be done in conjunction with blood
glucose determinations (Blincko, 2001; Krishnamurti, 2001; Kilpatrick,
2004; Nathan, 2009).

Other Abnormal Laboratory Findings in
Diabetes Mellitus

As discussed earlier in the electrolyte section, under the influence of
insulin, whenever glucose is transported into the cell, it is accompanied by
potassium. In diabetes, in the absence of insulin, blood glucose is elevated,
as is potassium. Increased metabolism of fats leads to a buildup of aceto-
acetic acid, resulting in a metabolic acidosis. In diabetes where the blood
glucose becomes exceptionally elevated (i.e., >300 mg/dL), serum osmo-
lality becomes dangerously high and can cause nonketotic, hyperosmolar
coma. In this condition, red (and white) cell water flows from the cells into
the vascular volume, tending to dilute analytes such as sodium. Thus the
nonketotic, hyperosmolar coma patient may have a hyperosmolar serum,
hyperglycemia, hyperkalemia, and hyponatremia. In ketotic states, the
patient will have, additionally, a metabolic acidosis and a large anion gap.

Hypoglycemia

Serum glucose levels of <60 mg/dL on a series of random fasting serum
specimens strongly suggest hypoglycemia. The low glucose values should
be associated with adrenergic and/or neuroglycopenic symptoms, which
are relieved upon administration of glucose (Whipple’s triad). Glucose
tolerance tests show that after an initial sharp rise in serum glucose levels,
an abnormally rapid drop occurs to levels substantially below 60 mg/dL.
If hypoglycemia is suspected, it is advisable to give the patient a 5-hour
glucose tolerance test because the hypoglycemic “dip” often is not seen
until after 3 hours. Glucose tolerance tests should be performed with great
caution in patients with suspected hypoglycemia because the procedure
can induce severe reactive hypoglycemia, causing loss of consciousness and
even shock.

LIVER FUNCTION TESTS

Liver function is discussed in depth in Chapter 21. In that chapter, a
detailed breakdown is given of different patterns in abnormal liver function
tests. The reader will find it difficult to retain these patterns without a
basic understanding of the underlying principles. We can reduce the most
common liver test abnormalities to a set of six conditions, which are sum-
marized in Table 8-5. The principles for these patterns are explained as
follows:

1. Hepatitis and acute injuries and/or necrotic lesions in the liver
cause primarily a marked rise in the levels of aminotransferases,
aspartate aminotransferase (AST) and alanine aminotransferase
(ALT). Cell injury and necrosis also cause a rise in other enzymes
such as LD. These include acute hepatitis (e.g., infectious,



TABLE 8-5

Six Fundamental Patterns of Liver Function Tests

Condition AST ALT LD
1. Hepatitis H H H
2. Cirrhosis N N N
3. Biliary obstruction N N N
4. Space-occupying lesion N or H N or H H
5. Passive congestion SIH sl H sl H

6. Fulminant failure Very H H H

AP TP Albumin Bilirubin Ammonia
H N N H N
N-sl H L L H H
H N N H N
H N N N-H N
N-sl H N N N-sl H N
H L L H H

ALT, Alanine aminotransferase; AP, alkaline phosphatase; AST, aspartate aminotransferase; H, high; L, low; LD, lactate dehydrogenase; N, normal; si, slightly; TP total protein.

chemically induced), infarction, and trauma. The biliary tract is
always affected, so that direct bilirubin rises from interference with
bile flow. Because of biliary tract injury, the enzyme alkaline phos-
phatase (AP) rises, along with y-glutamyl transferase (GGT) and
5’-nucleotidase (5’-N). Hepatocyte injury causes loss of conjugation
of transported bilirubin, so that indirect (unconjugated) bilirubin
also rises. Because, generally, in hepatitis, much less than 80% of
the liver is destroyed, total regeneration will occur, and enough
tissue is present to enable adequate levels of protein synthesis and
ammonia fixation as urea. Therefore, total protein and albumin and
ammonia levels remain normal. These typical results are summa-
rized in condition 1 of Table 8-5.

2. Cirrhosis of the liver is characterized by two cardinal features:
Fibrosis, preventing regeneration of liver tissue wherever this has
occurred, and nodules of regenerating liver tissue, which are the
only source of any kind of hepatocytic function. Thus, in cirrhosis,
as shown in condition 2 of Table 8-5, almost the reverse pattern
occurs from the one seen in condition 1 in Table 8-5 for hepatitis.
Because, in panhepatic cirrhosis, destruction of >80% of liver tissue
occurs, with no regeneration of damaged liver tissue, the AST/ALT
aminotransferases and LD levels (all from the regenerating nodules)
tend to be normal or low or occasionally mildly elevated. However,
total protein and albumin are both abnormally low. Because the liver
is the sole site of ammonia detoxification via the urea cycle, and
because, in this condition, loss of hepatocytic function occurs, serum
ammonia levels are elevated. Because insufficient viable liver tissue
remains, and because fibrosis destroys the cholangioles, both indi-
rect and direct bilirubin tend to be elevated.

3. Acute biliary obstruction caused by stones in the biliary tree, or
by neoplasms that block bile excretion, results in elevations in direct
bilirubin and biliary tract AP, along with the enzymes GGT and
5’-N (see earlier). All other liver function test results are normal.
For simple biliary obstruction, therefore, the pattern is as shown in
condition 3 of Table 8-5.

4. Space-occupying lesions of the liver are characterized, for reasons
that are not well understood, by isolated elevations of the enzymes
AP and LD. This pattern is shown in condition 4 of Table 8-5. The
most common cause of this condition is metastatic carcinoma to
the liver.

5. Passive congestion of the liver is characterized by a mild elevation
of aminotransferases (AST/ALT) and LD and, in more severe cases,
by elevations of total bilirubin and AP. This pattern is also seen in
infectious mononucleosis, where the rise in bilirubin may be marked.
The general passive congestion pattern is shown in condition 5 of
Table 8-5.

6. Acute fulminant hepatic failure from a variety of causes, which
include Reye’s syndrome and hepatitis C (Gill, 2001; Schiodt, 2003),
is discussed in Chapter 21. This condition is total liver failure. The
overall pattern (Sunheimer, 1994) is shown in condition 6 of Table
8-5. It appears as a combination of hepatitis and cirrhosis. Here AST
and ALT reach exceptionally high values, often in excess of
10,000 TU/L. At the same time, total protein and albumin are
markedly reduced, and ammonia levels are abnormally elevated,
causing hepatic encephalopathy. LD, AP, and bilirubin are also
elevated. Besides the marked rise in AST and ALT, combined with
hyperammonemia, a characteristic disproportionate rise in AST
over ALT" occurs, further confirming the diagnosis. It is vital to
recognize this pattern because the underlying condition is a medical
emergency, which must be treated promptly.

Correlations of Liver Function Test Results With
Other Laboratory Findings

In severe liver failure secondary to cirrhosis or to fulminant hepatic failure,
it is not uncommon to find electrolyte abnormalities and abnormalities in
renal function tests, and in the coagulation profile. Patients with condition
2 or 6 in Table 8-5 often have ascites, with marked third space fluid loss.
This results in increased levels of both ADH and aldosterone to retain
intravascular water. Depending on which levels “win out,” the patient may
become hyponatremic or hypernatremic.

Severe liver failure can also cause the hepatorenal syndrome (i.e., renal
dysfunction secondary to hepatic failure). This disease is characterized by
the typical patterns shown in conditions 2 and 6 in Table 8-5. As discussed
earlier in the Renal section, renal failure results in elevations in BUN and
creatinine, with a 10-20:1 ratio indicative of renal failure. The Uosm/
Posm ratio is <1.2:1, indicating tubular dysfunction.

Severe coagulopathies with elevated APTTs and PTs may be seen
because of the absence of production of coagulation factors. Not
infrequently, DIC will accompany liver failure. This condition must be
distinguished from low coagulation factor production combined with
hepatosplenomegaly due to portal hypertension as in cirrhosis. The sple-
nomegaly may result in sequestration of platelets, so that the overall
pattern may resemble DIC but may not be true DIC. To clinch the diag-
nosis of DIC, elevations of p-dimer levels should be noted. Because in
DIC, emboli occur in the microvasculature of different tissues, including
bone marrow, bone marrow-induced hemolytic anemia may develop, in
which schistocytes, burr cells, and fragmented forms appear in the periph-
eral blood smear; in addition, nucleated red cells and myeloid precursor
cells such as myelocytes and metamyelocytes may be seen in the blood
smear, the so-called leukoerythroblastic picture referred to earlier in the
Coagulation section. Also, with severe liver failure, abnormal red cell
forms, called target cells, may be seen in the peripheral blood smear.

Patients with cirrhosis and acute fulminant hepatic failure tend to be
immunocompromised. Many of these patients have defective T cell func-
tion but produce an excess of (ineffective) immunoglobulin. Thus these
patients tend to have low serum albumin levels from diminished albumin
synthesis but elevated serum immunoglobulins.

CARDIAC FUNCTION TESTS

Diagnosis of Myocardial Infarction and
Acute Coronary Syndrome

These are discussed at length in Chapter 18. Because acute myocardial
infarction (AMI) requires rapid and accurate diagnosis, especially now that
new treatment options with thrombolytic agents are available, the clinical
laboratory has been called upon to provide serum diagnostic tests that can
make this diagnosis at an early stage. Until recently, laboratory diagnosis
was based on serial determinations of the MB fraction of creatine phos-
phokinase (CK-MB); confirmation of the diagnosis was provided by the
so-called flipped ratio of the isozymes of LD 24-36 hours after the initial
acute event and/or by observation of the characteristic time courses for
elevations of the three enzymes CK, AST, and LD.

These approaches have been replaced mainly by two other analytes,
myoglobin (MY) and especially cardiac troponin (cTn), which provide
more rapid and specific diagnostic capabilities (Morrow, 2007). MY is an
oxygen-binding/transport protein found in both cardiac and skeletal
muscle. Tts relatively small size and function allow for early release from
irreversibly damaged cells. However, current methods of measurement
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cannot distinguish the tissue of origin of MY. Therefore, its use is confined
to screening patients for possible AMI; positive results suggest the need
for further workup for AMIL.

Troponin is a regulatory protein complex in muscle tissue; it comprises
three subunits designated troponin I (Tnl), troponin T (TnT), and tropo-
nin C (TnC). Different genes encode Tnl in skeletal and cardiac muscle,
giving rise to isoforms that differ significantly in sequence. Cardiac Tnl
contains an additional 31 amino acid residues on its N-terminal. Rapid and
accurate immunoassays for cardiac Tn'T and cardiac Tnl have been devel-
oped. In AMI, cardiac Tnl becomes elevated 4-8 hours after onset of chest
pain, reaches a peak at about 12-16 hours, and remains elevated for 5-9
days. Values at or above 1.5 ng/mL are considered to be suggestive of AMI.
However, because different assays (all immunoassays) measure different
domains of TnT and Tnl, reference ranges differ depending upon the
antibodies used in the assays. Because ¢Tn levels rise relatively rapidly and
remain elevated for prolonged times, troponin determinations have
replaced the so-called flipped ratio of the two isozymes of LD, LD1 and
LD2 (LD2:LD1 ratio rises to >0.75 and often exceeds 1.0), which occurs
only about 36 hours after the onset of symptoms.

CK-MB is another biomarker that can be used in diagnosing AMIL.
CK-MB has three isozymes composed of two chains (called the M and B
chains) which are MM, MB, and BB. The MB fraction is predominantly
found in cardiac muscle (Roberts, 1997). To diagnose AMI from CK-MB
serum levels, it is important to show a rise both in the concentration of
CK-MB and in the ratio of CK-MB to total CK (also called the cardiac
index) (Thompson, 1988; Woo, 1992). Because a small amount of CK-MB
is found in skeletal muscle, diseases of skeletal muscle that cause the level
of CK-MM to rise to high values will also cause the levels of CK-MB to
rise to high absolute concentrations in serum, which can cause false-
positive values for CK-MB. In addition, to increase both the sensitivity
and the specificity of CK-MB in the diagnosis of acute AMI, it has been
found necessary to perform serial determinations of MB fraction (at 3- to
4-hour intervals over a 12- to 16-hour period) that show a progressive rise
that reaches a peak, followed by a fall to low levels. This pattern is virtually
100% diagnostic of myocardial infarction (Lott, 1984; Wu, 1999). It is
important to note that CK-MB generally rises within 4-6 hours, and
sometimes only 2 hours, after the onset of chest pain, and peaks within 12
hours. Therefore, MY and CK-MB were recommended (Wu, 1999;
Alpert, 2000; Fromm, 2001; Lewandrowski, 2002) for use as early markers
of AMI.

However, elevated TnT and Tnl levels are more specific for
cardiac injury than are elevated CK-MB levels. Similar to CK-MB, they
rise within 4-6 hours, and sometimes within 2 hours, after the onset of
chest pain.

Current protocols for the laboratory diagnosis of AMI vary and are
evolving as assays for ¢Tn improve (see Chapter 18). In some medical
centers, Tnl or TnT is used exclusively; in other centers, troponin and
CK-MB are used together.

Diagnosis of Congestive Heart Failure

Until recently, this condition was diagnosed strictly on the basis of symp-
toms and/or as a result of procedures such as echocardiography. However,
a new biomarker, B-type natriuretic peptide (BNP), has been discovered
and approved as a definitive test for this condition and appears to be an
excellent marker for early heart failure; this test may also be both diagnos-
tically and prognostically significant in patients presenting with acute
dyspnea and chest pain. The differential diagnosis in these patients includes
dyspnea caused by chronic heart failure (signs and symptoms of which are
typically nonspecific) versus other causes of acute dyspnea (e.g., pneumo-
nia, carcinoma, effusion, asthma). Normal levels (i.e., a high negative
predictive value for this test) appear useful in excluding a cardiac origin in
these patients. Levels of BNP may also be an independent predictor of
arrhythmia, stroke, and death (Clerico, 2004; Ishii, 2003; Mueller, 2004;
Prahash, 2004; Wang, 2004; Winter, 2004; Novo, 2009). Studies suggest
that serum BNP levels are useful in evaluating the efficacy of treatment of
congestive heart failure (Novo, 2009).

PANCREATIC FUNCTION TESTS

Elevations in serum pancreatic amylase and lipase are definitive markers
for pancreatic disease. The most common cause for such increases in the
serum levels of these enzymes is pancreatitis. In acute pancreatitis, both
enzymes are elevated. Because amylase can also be produced by the salivary
glands, amylase is slightly less specific than lipase as a marker for pancre-
atitis. Elevations in the latter enzyme are definitive for pancreatic disease.
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MARKERS FOR INFLAMMATORY
CONDITIONS

As discussed previously in the Hematology section, increases in the WBC
count, especially with a predominance of neutrophils, indicate acute infec-
tion. In most acute inflammatory conditions, as noted previously, acute
phase reactant proteins are also found to be increased. These proteins
occur in the o (including o-l-antitrypsin, o-2-macroglobulin) and B
(including ferritin and C-reactive protein [CRP]) regions of the serum
protein electrophoretogram, as discussed in Chapter 19 on serum protein
electrophoresis. In this regard, quantitative determinations for serum CRP
are very helpful in recognizing acute inflammatory states. Recently, specific
antibodies to CRP have allowed for highly sensitive measurement of CRP
(termed high-sensitivity CRP, or hs-CRP) at lower concentrations than
were previously measurable (Roberts, 2000). Currently, elevated levels of
hs-CRP appear to serve as an early marker of inflammation and may have
utility in assessing cardiovascular risk for stroke and myocardial infarction
(Abrams, 2003; Ridker, 2003; Libby, 2004).

Fibrinogen, also an acute phase reactant, may additionally increase.
Often, the platelet count tends to rise, and platelets themselves have been
considered as “acute phase reactants.” In addition, in both acute and
chronic inflammatory conditions, erythrocytes exhibit increased mobility.
Thus there is an increase in the erythrocyte sedimentation rate. Recent
studies suggest that the best marker for inflammation, especially as a guide
to therapeutic efficacy, is CRP (Crowson, 2009).

Finally, one common cause of acute inflammation is gout (i.e.,
hyperuricemia), or elevations of uric acid in serum. Uric acid crystals
cause a severe, acute arthritic condition (gout). Serum levels of uric acid
>7.5 mg/dL are indicative of this condition. Less constant findings are the
presence of uric acid crystals in the urinary sediment (see Chapter 32) or
in joint fluid (see Chapter 33).

ENDOCRINE FUNCTION TESTING

We noted that abnormal functioning of the thyroid and adrenal cortex can
give rise to important abnormal laboratory findings. Hypothyroidism, for
example, can give rise to macrocytic anemia, while hypoadrenalism can
give rise to electrolyte abnormalities (i.e., hyponatremia, hyperkalemia,
and an acidosis); hyperadrenalism produces the opposite effect (i.e., hyper-
natremia, hypokalemia, and an alkalosis). It is therefore important to
confirm that these endocrine glands are malfunctioning. The important
topic of endocrine function testing is discussed in Chapter 24. Here we
present simple principles for the laboratory diagnosis and identification of
the site of origin of thyroid, adrenal, and parathyroid conditions.

Principle

All endocrine systems involve a stimulating hormone that is synthesized
and secreted into the blood from one tissue such as the pituitary, the
parathyroid glands, etc. These hormones are delivered to their targets,
which may be the thyroid gland or the adrenal glands, or a nonendocrine
target such as the renal tubules, in the case of the parathyroid glands. In
all cases, for normally functioning endocrine systems, elevations of the
hormones or products elaborated by the targets will result in decreased
levels of the primary hormones. Conversely, decreased levels of the targets
will result in increased levels of the primary hormones. For example, high
levels of circulating T will result in low levels of TSH, a condition called
primary hyperthyroidism, and, conversely, low levels of T will result in high
levels of T'SH, a condition called primary hypothyroidism. In contrast, if the
pituitary gland secretes an excess of TSH because of an adenoma or other
pathologic condition, this increase in TSH will result in elevated Tj. This
condition is also referred to as secondary hyperthyroidism. Thus if both T
and TSH levels are elevated, a diagnosis of pituitary disease (e.g., pituitary
adenoma) in which there is hypersecretion of TSH can be made. Con-
versely, decreases in both TSH and T, point to pituitary hyposecretive
states also referred to as secondary hypothyroidism. Note that changes in
opposite directions of the stimulating and target hormones/effector molecules
point to endocrine target gland (e.g., thyroid gland) disease, while changes in the
two hormones in the same direction point to stimulating hormone gland (e.g.,
pituitary) disease.

Thyroid Function

Thyroid function tests are the most commonly ordered tests for endocrine
function. It is important to note that in a hospital population (as
opposed to an ambulatory population), thyroid screening tests may be
diagnostically misleading. This is due to endocrine stress responses (as well



as medications) that may affect hormone levels (Van den Berghe, 2003).
As discussed in Chapter 24, the thyroid gland synthesizes thyroid hormone,
tetraiodothyronine, or T, with four iodines, which requires iodine uptake
by the gland. This activity is strongly stimulated by the peptide hormone,
TSH, from the pituitary. In the periphery, T} is converted to T; (three
iodines). More than 99% of T} is bound to serum proteins (i.e., thyroid-
binding globulin and albumin). However, it is the free T} (<1 percent of
total Ty) that exerts all biological effects. Accurate methods exist that
directly measure serum free T. Most commonly, total and free T}, rise and
fall together in serum; however, there are circumstances in which total T}
may be elevated but T}-binding proteins may also be elevated, so that free
T, levels are normal. This may result in a euthyroid state in which TSH
levels are also normal. Of prime importance, high T} (more correctly, high
free T) causes inhibition of TSH secretion, and low T} (more correctly,
low free Ty) causes elevation of TSH. In primary hypothyroidism (primary
thyroid gland disease), T} is present at low serum levels while TSH
becomes elevated. It is important to note that often in subclinical hypo-
thyroidism, T} can be within the reference range, but TSH is elevated. In
ambulatory patients, elevated T'SH in the presence of low levels of T} is
diagnostic of primary hypothyroidism. In secondary hypothyroidism, TSH is
low because of pituitary failure, resulting in low T.

In primary byperthyroidism (primary thyroid gland disease), excess T} is
secreted by the thyroid gland, which is the source of the problem. As a
result, TSH is decreased and T, is elevated. If, however, a primary lesion
is present in the pituitary gland (e.g., hyperplasia, adenoma), TSH is
oversecreted. Because TSH is elevated, T, secretion is elevated. This is
known as secondary hyperthyroidism (secondary to pituitary disease).

These conditions and their patterns of T4 and TSH levels are sum-
marized in Table 8-6.

Adrenal Function

As discussed in depth in Chapter 24, the adrenal gland is divided anatomi-
cally into two endocrine glands: The adrenal cortex and the adrenal
medulla. Adrenal cortical hormones are steroid hormones of three basic
types: Mineralocorticoids, like aldosterone, that regulate sodium and
potassium ions in the distal convoluted tubule, as discussed earlier; gluco-
corticoids, like cortisol, that are gluconeogenic; and the sex hormones (i.e.,
the estrogens and androgens). The adrenal medulla is a neuroendocrine
gland that secretes epinephrine and norepinephrine, which act on the
sympathetic nervous system. By far the most commonly ordered serum
analyte used to measure adrenal cortical function is cortisol. Cortisol secre-
tion by the adrenal cortex is stimulated by the pituitary hormone adreno-
corticotropic hormone (ACTH). ACTH secretion, in turn, is stimulated
by the hypothalamic hormone corticotropin-releasing hormone (CRH).
Its serum levels are under diurnal control such that serum ACTH levels
peak at about 200 pg/mL in the morning hours (about 7:00 am), but they
decline to their lowest values of around 100 pg/mL at midnight. Cortisol
secretion follows ACTH secretion such that its serum levels are highest at
8:00-9:00 am. Cortisol inhibits ACTH secretion by the pituitary gland
both by directly blocking pituitary ACTH secretion and by inhibiting
CRH secretion by the hypothalamus.

Therefore, if the adrenal cortex hypersecretes cortisol secondary to
such conditions as adrenal hyperplasia, adenoma, or carcinoma, serum
cortisol levels increase and block ACTH secretion. This condition is called

TABLE 8-6

Patterns of Serum Levels of TSH and T, in Different Thyroid
Gland Conditions

T, (most
accurate, Site of
Condition free T,) TSH disease
Euthyroid Normal Normal None
Primary Low High Thyroid gland
hypothyroidism
Secondary Low Low to normal Pituitary
hypothyroidism
Primary High Low Thyroid
hyperthyroidism
Secondary High High Pituitary
hyperthyroidism

T, Thyroxine; TSH, thyroid-stimulating hormone.

primary hyperadrenalism. Serum cortisol levels are elevated (Cushing’s
syndrome), but ACTH levels decrease.

On the other hand, as with thyroid hormone secretion, if ACTH levels
are elevated by an ACTH pituitary tumor (Cushing’s disease) or as ectopic
ACTH secretion (e.g., by a nonpituitary tumor), cortisol levels will also
increase, giving rise to secondary hyperadrenalism. Both cortisol and
ACTH are elevated in this condition. Here, note that both cortisol and
ACTH change in the same direction (both are elevated), pointing to pitu-
itary, not adrenal disease. In cases of Cushing’s disease or syndrome, the
diurnal variation in serum ACTH is absent.

In addition to measurements of serum cortisol, it is often desirable to
measure urinary free cortisol in cases of hypercortisolemia. Normally,
almost all cortisol is bound to serum protein, mainly transcortin, but, in
hypercortisol states, cortisol exceeds the capacity of transcortin to bind to
it and is consequently filtered by the kidneys. The reference range for
morning serum cortisol is = 10-25 ug/dL, and for urinary free cortisol,
=~ 24-108 ug/24 h for healthy males.

In cases of hypercortisolism, especially when ACTH levels may remain
in the reference range or have “borderline” high or low values, it is often
desirable to perform the dexamethasone suppression test. Dexamethasone
is a potent glucocorticoid that strongly suppresses normal pituitary ACTH
secretion. This can be accomplished with low-dose dexamethasone. If low-
dose dexamethasone causes diminished serum cortisol levels and low values
for urinary free cortisol, pituitary function is most likely normal while the
adrenals are hypersecreting cortisol (i.e., primary hyperadrenalism). This
test may be used further to distinguish the possible source of primary
hyperadrenalism (i.e., hyperplasia vs. adenoma or carcinoma). High-dose
dexamethasone will generally lower serum cortisol levels in adrenal hyper-
plasia, but it will have no effect in adrenal adenoma or carcinoma.

Conversely, in pituitary failure, serum ACTH levels decrease, as do
serum cortisol levels, because ACTH stimulation of the adrenal gland
decreases. This condition is referred to as secondary hypoadrenalism. If
adrenal gland function is compromised (primary adrenal insufficiency),
serum cortisol levels are decreased, resulting in less inhibition of pituitary
secretion of ACTH and, consequently, in elevated serum levels of ACTH.
This condition is referred to as primary hypoadrenalism, or Addison’s
disease. These conditions and the patterns of serum cortisol and ACTH
levels in these conditions, including dexamethasone suppression test
results where relevant, are summarized in Table 8-7.

Parathyroid Hormone and Vitamin D

In the previous Renal Disease section, it was noted that PTH induces
elevated serum calcium levels by causing increased secretion of phosphate
in the renal tubules and by promoting increased calcium ion absorption in
the gut. Hypocalcemia with elevated PTH points to causes having to do
with calcium metabolism (e.g., alkalotic states, decreased albumin, low
dietary calcium and/or lack of absorption of calcium from the gut, low
vitamin D levels). Hypocalcemia with low serum PTH levels points to
parathyroid gland dysfunction. In rare instances, hypocalcemia that is not
responsive to calcium infusions and vitamin D supplements can be caused
by secretion of high levels of calcitonin, a serum calcium-lowering peptide
that blocks osteoclastic resorption of bone (with attendant increases in
serum calcium). Calcitonin is synthesized and secreted from the medullary
cells of the thyroid. In medullary thyroid carcinoma, high levels of calci-
tonin are sometimes secreted. At high levels of calcitonin, hypocalcemia
will result.

Hypercalcemia with low PTH again points to primary calcium meta-
bolic causes, as in the “CHIMPS” mnemonic mentioned earlier, and
acidotic states, while hypercalcemia with elevated PTH indicates
parathyroid disease such as adenoma (most commonly) or carcinoma
(uncommon). These conditions and the patterns of serum calcium and
parathyroid hormone levels in serum in these conditions are summarized

in Table 8-8.

Vitamin D

Vitamin D induces absorption of calcium from the gut by acting
on vitamin D receptors in the cells lining the gut. It is produced from
7-dehydrocholesterol in skin by ultraviolet light that induces the
synthesis of cholecalciferol. In the liver, cholecalciferol is converted to 25-
hydroxycholecalciferol, which has a half-life of several weeks. This form
is further hydroxylated in the kidneys to 1,25-dihydroxycholecalciferol,
the active form of vitamin D. The half-life of active vitamin D is on
the order of hours. Thus, in serum assays for vitamin D, the analyte
whose serum level best reflects vitamin D levels is the precursor,
25-hydroxycholecalciferol (Zerwekh, 2008). This may give falsely elevated
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TABLE 8-7
Patterns of Serum Levels of ACTH and Cortisol in Different Adrenal Gland Conditions

Condition Cortisol ACTH
Normal adrenal Normal Normal
Primary hypoadrenalism Low High
Secondary hypoadrenalism Low Low
Primary hyperadrenalism-high cortisol, High Low
low ACTH
Primary hyperadrenalism-high cortisol, High Borderline low
borderline low ACTH
Primary hyperadrenalism due to High Borderline low

adrenal hyperplasia—high cortisol,
borderline low ACTH
Primary hyperadrenalism due to High
adrenal adenoma/carcinoma-high
cortisol, borderline low ACTH
Secondary hyperadrenalism High High

Borderline low

ACTH, Adrenocorticotropic hormone; N/A, not applicable.

TABLE 8-8
Patterns of Serum Levels of Calcium and PTH in
lonized
Condition* calcium PTH Cause of disease
Normocalcemia Normal Normal None
“Primary” Low High CHARD'
hypocalcemia
“Secondary” Low Low Parathyroid glands
hypocalcemia
“Primary” High Low Cancer, hyperthyroidism,
hypercalcemia iatrogenic causes, multiple
myeloma, sarcoidosis
“Secondary” High High Parathyroid glands (e.g.,

hypercalcemia adenoma, carcinoma)

PTH, Parathyroid hormone.

*The terms “primary” and “secondary” are not usually used for hypocalcemia and
hypercalcemia. They are used here to emphasize the site of the disease to keep
consistent with the conditions described in Tables 8-6 and 8-7.

"Mnemonic for Calcitonin, Hypoparathyroidism, Alkalosis, Renal failure, vitamin D
deficit.

levels of vitamin D in cases of renal failure where conversion of the precur-
sor to active vitamin D is impaired. However, 25-hydroxycholecalciferol
itself has some effects on calcium reabsorption, although its affinity for the
vitamin D receptor is only about one-one thousandth of that for the fully
active form. The reference range for serum 25-hydroxycholecalciferol, also
called 25-hydroxy vitamin D, is 30-100 ng/mL, although this is method
dependent (Yates, 2008).

Over the past few years, requests for serum vitamin D levels, especially
in the pediatric and geriatric populations, have greatly increased. This is
due at least in part to the availability of reliable chromatographic, mass
spectroscopic, and immunochemical methods that quantitate serum
vitamin D levels. In the pediatric population, vitamin D levels are deter-
mined and followed for the diagnosis and treatment of vitamin D—dependent
rickets. In the elderly, vitamin D levels are determined in the treatment of
such diseases as osteoporosis and osteomalacia, because vitamin D supple-
ments have been found to diminish the extent and severity of these
diseases.

The discovery that many cells, besides epithelial cells of the gut, the
principal site of vitamin D activity, have abundant receptors for vitamin D
suggests that this vitamin has effects that go beyond regulation of calcium
homeostasis (Bilke, 2009). Indeed, it has been found that vitamin D induces
apoptosis in breast cancer and other malignant cells and has been used to
treat such diseases as multiple sclerosis, heart failure, psoriasis, asthma,
Crohn’s disease, and many other conditions. Thus the demand for vitamin
D levels has increased for patients with a wide variety of conditions.
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Dexamethasone

Dexamethasone suppression, Site of
suppression, low dose high dose disease
N/A N/A None
N/A N/A Adrenal gland
N/A N/A Pituitary
N/A N/A Adrenal
Positive N/A Adrenal
Negative Positive Adrenal
Negative Negative Adrenal
N/A N/A Pituitary

EXAMPLES OF CLINICAL CASES WITH
CLINICOPATHOLOGIC CORRELATIONS

Given the previous overview of many salient features of the causes of the
more common abnormal laboratory findings, laboratory results from a
number of different patients are now presented to illustrate how analyte
levels change in different disease states, and how these analyte concentra-
tions are used to diagnose these conditions.

CASE A

A 64-year-old white male was found unconscious in his home after suffer-
ing a cerebrovascular accident (CVA) and was brought to the emergency
medicine department. His Het was 44%, but RBC count was 4.3 million/uL
(lower limit of normal, 4.6 million/uL) with an MCV of 104 fL; a series
of serum sodium values ranged from 164-175 mEq/L; admission BUN
was 33 mg/dL; creatinine was 1.5 mg/dL. Total serum osmolality was
357 mOsm/kg (upper limit of normal, 290 mOsm/kg), and urine osmo-
lality was 1008 mOsm/kg (upper limit of normal, 1000 mOsm/kg) and
random urine sodium was 228 mEq/L.

Aliver panel showed a marginally elevated AST at 41 TU/L (upper limit
of normal, 39 TU/L), elevated but continually decreasing LD (admission
value of 426 IU/L; upper limit of normal, 200 IU/L), GGT of 72 U/L
(upper limit of normal, 43 TU/L), and total protein of 7.8 g/dL (normal),
but a low albumin of 2.8 g/dL (normal 3.5-5.0 g/dL). Lipase was mildly
elevated at 127 IU/L (upper limit of normal, 60 IU/L). Occult blood
found in his stool was positive for Clostridium difficile. Urine was nitrite
positive (indicative of bacteriuria) and was markedly positive for Hb,
RBCs, and WBCs. After infusion of half-normal saline, the Hct was
reduced to 34% but then rose to 38%, with a persistently elevated MCV.
The sodium and the BUN were reduced to within the reference range.

Evaluation

The basic diagnosis of this patient’s condition is hypernatremia. This
patient was dehydrated as shown by the markedly elevated serum sodium
(average value of 169 mEq/L), high normal Het, and elevated BUN. Note
that the diagnosis of dehydration was confirmed by the findings of high
serum and urinary (228 mEq/L) sodium and high urinary osmolality of
1008 mOsm/kg (see Table 8-3). The RBC count was low, which seems to
contradict the high normal Hct. This apparent discrepancy may be
explained by the macrocytosis, causing each erythrocyte to occupy a greater
than normal volume. Yet the total number of cells was reduced. The low
red cell count indicates a true anemia. The macrocytosis was caused by a
nutritional (vitamin By,) deficiency. All of these findings may be attributed
to malnutrition and insufficient fluid consumption, a not uncommon
finding in the elderly, especially in this stroke victim.

Note that the BUN and creatinine were mildly elevated in a pattern
with a ratio >20:1, suggesting a prerenal (low perfusion) origin. The renal
tubules were evidently functioning well, as evidenced by the high urine/



serum osmolality ratio (1008/357 = 2.8, which is greater than 1.2:1).
Hypoperfusion may have caused the mild abnormalities found in some of
the liver function tests and the elevated pancreatic lipase.

Note also that the total protein was normal, even though the albumin,
the most abundant serum protein, was low. Because of possibly two infec-
tious diseases identified in urine and stool examinations, the patient may
have produced elevated levels of immunoglobulins. Accompanying the
CVA was a peptic ulcer, so-called Cushing’s ulcer, known to be associated
with this condition; hence the occult blood in this patient’s stool. C. difficile
is known to infect patients with chronic debilitating disease. The urinary
tract infection was responsible for the high RBC count and Hb in this
patient’s urine. The next case illustrates a more complex electrolyte
disorder.

CASE B

A 31-year-old white male patient with known type 1 diabetes mellitus,
end-stage renal disease secondary to diabetic nephropathy, and a history
of alcoholism was admitted with acute abdominal pain in the midepigas-
trium, with a serum glucose of 736 mg/dL that rose as high as 933 mg/
dL; serum sodium of 134 mEq/L, which decreased to as low as 124 mEq/L;
potassium of 7.1 mEq/L, BUN of 64 mg/dL, and creatinine of 18 mg/dL.
These values were confirmed and were found to follow a consistent trend.
Serum osmolality was 316 mOsm/kg. Blood gas values on admission were
pH of 7.58, pO; of 121 mm Hg, O, saturation of 99%, pCO, of 20 mm
Hg, and bicarbonate of 20 mEq/L. The anion gap rose in one day from
13 (high end of normal) to 20. Serum lipase was elevated at 469 TU/L
(upper limit of normal is 60 IU/L). There was no urine output, and the
patient was subjected to peritoneal dialysis.

Evaluation

This diabetic patient was evidently in a hyperosmolar state because of
abnormally elevated glucose levels. The low serum sodium and high serum
potassium might appear to be due to low circulating aldosterone or renal
tubular failure. However, there was no urine output, so no filtration could
occur. The end-stage renal disease is reflected in the BUN and especially
in the creatinine value (18 mg/dL). The BUN/creatinine ratio of about 4
confirms the diagnosis of true renal failure.

As noted in the discussion on glucose, in diabetes mellitus with high
serum glucose levels, an efflux of cell water causes dilution of serum ana-
lytes such as sodium. Whenever glucose is transported into cells under the
influence of insulin, it is accompanied by potassium. Low insulin levels can
therefore result in hyperkalemia. This mechanism was operative in this
patient. Although the anion gap increased after admission, it was normal
on admission. Thus this patient was in a nonketotic, hyperosmolar state
but subsequently became ketotic. The admission blood gas picture sug-
gests a respiratory alkalosis in that the arterial blood pH was 7.57 (alkalo-
sis), but the pCO, was low at 20 mm Hg, and the bicarbonate was low at
20 mEq/L (condition 4 in Table 8-4). This is an unusual finding in a
patient with diabetes mellitus in whom a finding of metabolic acidosis is
more frequently encountered.

An explanation for this finding may be found in the serum lipase, which
was markedly elevated, denoting pancreatitis, a common finding in patients
with a history of alcoholism. The sharp epigastric pain caused increased
respiration (respiratory rate on admission was 25/min), precipitating a
lowering of the pCO,, which was partially compensated for by lowering
of the bicarbonate.

Treatment of this patient with dialysis, hydration, and insulin corrected
the abnormal laboratory findings, and the patient was discharged on long-
term dialysis.

The next case presents multiple disorders, including electrolyte disor-
ders, all related to liver failure.

CASE C

A 38-year-old white female with a past medical history of multiple abdomi-
nal surgical procedures over a 7-year period, sporadic alcohol abuse,
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pancreatitis, and a 30 pack-year history of smoking, was brought to the
emergency department in shock and acute abdominal distress. Significant
laboratory values included WBC count of 12.1 x 10°/uL, RBC count of
3.0 x 105/uL, Het of 34.6%, and red cell indices that showed macrocytosis
and hypochromia (low mean corpuscular Hb concentration). Vitamin B,
and folate levels were normal. The peripheral blood smear showed a
leukoerythroblastic pattern. Serum glucose was low at 38 mg/dL; total
protein was 4.3 g/dL, and albumin 1.5 g/dL. Lactate levels were elevated.
The AP was elevated at 241 IU/L (upper limit of normal, 129 TU/L), and
the bilirubin was mildly elevated at 1.6 mg/dL (upper limit of normal,
1.2 mg/dL). Serum ammonia was found to be elevated at 146 pmol/L
(upper limit of normal, 30 uM). Screens for hepatitis A, B, and C were all
negative. The patient was placed on broad-spectrum antibiotics. Multiple
blood, urine, and throat cultures were negative. Exploratory laparotomy
revealed abdominal adhesions and cholestasis. Postoperatively, the patient
became encephalopathic; her liver function deteriorated, as evidenced by
dramatic elevations of AST and ALT from normal levels to 1660 and
545 TU/L, respectively; of LD to 2190 IU/L; of bilirubin to 14.5 mg/dL;
and of ammonia to 177 uM, despite lactulose administration. A liver—
spleen scan performed on the fifth hospital day showed no dye uptake in
the liver, consistent with functional liver failure. The serum sodium,
normal on admission, increased within 5 days to 166 mEq/L, together with
chloride levels that rose to 123 mEq/L—a pattern that persisted through-
out the hospital course despite aggressive intravenous infusion of half-
normal saline. Serum potassium was consistently <3.5 mEq/L. The BUN
and creatinine both rose to abnormally high levels with a ratio of <20:1,
suggesting renal failure. Plasma aldosterone was elevated at 13.2 ng/dL
(upper limit of normal = 8.5 ng/dL). The platelet count dropped rapidly,
while APTT and PT rose to values at least twice those of the correspond-
ing normal controls, and her level of fibrin split products (FSPs) became
abnormally elevated. Her condition worsened, and the patient expired on
the eighth hospital day.

Evaluation

Although this is a complex patient presentation, the fundamental problem
with this patient lay in the dramatically abnormal liver function test
profile. Note the acute elevation in aminotransferases (transaminases),
with AST/ALT ratios significantly greater than 1. Concurrent rapid ele-
vations in bilirubin and in LD were noted. At the same time, the total
protein and albumin were abnormally low. Ammonia levels rose rapidly
(despite high doses of lactulose). The pattern is that of fulminant hepatic
failure shown in condition 6 in Table 8-5. This condition is a medical
emergency and is associated with fatal encephalopathy and severe DIC, as
evidenced by the low platelet counts and elevated PT, APTT, and FSP
levels. This condition can cause multiple system infarcts, resulting in
multiple organ failure.

The patient’s peripheral blood picture showed a macrocytosis but,
concurrently, a leukoerythroblastic picture. This pattern suggests that the
macrocytosis was caused by an increased number of erythrocyte precursor
forms. This condition was most likely caused by DIC, which causes MHA
with a leukoerythroblastic picture. It is also possible that, with the persis-
tently elevated white cell count and the elevated lactate levels, gram-
negative sepsis affecting bone marrow may have contributed to the
leukoerythroblastic picture. Although cultures were consistently negative,
the patient was being treated with broad-spectrum antibiotics, the effects
of which may have blocked growth of the organism(s) in culture. As noted
previously, patients with liver failure from cirrhosis or acute fulminant
hepatic failure are generally immunocompromised. In both panhepatic
cirrhosis and fulminant hepatic failure, severe third space fluid loss is
associated with ascites, which invariably develops. We noted previously
that, to retain vascular volume, both aldosterone and ADH rise. It appears
that aldosterone became elevated to markedly high values, causing abnor-
mal sodium retention and potassium loss in this patient. Almost always
accompanying both cirrhosis and acute fulminant hepatic failure is renal
failure, generally manifested by the hepatorenal syndrome. In fulminant
hepatic failure, an additional possible cause is acute tubular necrosis
(Sunheimer, 1994).
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KEY POINTS

For statistical analyses, nominal variables can take on only a limited
number of values (or categories), whereas continuous variables are
used to report quantitative data.

Independent variables are considered input (cause), and dependent
variables are considered output (effect).

Distributions of continuous data are described by a measure of
central tendency (e.g., mean or median) and dispersion (standard
deviation). Gaussian distributions derive from a mathematical formula
and hence are parametric. A common application of descriptive
statistics is to establish reference ranges.

Statistical tests such as comparisons of different groups of data points
may be parametric (i.e., assume Gaussian distributions; example is
Student t-test) or nonparametric (i.e., make no assumption of
distributions; example is test based on rank order).

Confidence intervals are preferable over point estimates to express
level of certainty in the calculation of any statistical parameter.

Nominal data are conveniently analyzed with proportions using the
chi-square test.

The effects of multiple factors in a model system can be assessed
through analysis of variance.

Regression analysis between two continuous variables is usually done
by least squares fit to a straight line. Applications of regression
analysis are common when different analytic methods for validation
are compared in clinical laboratories.

The quantification of information in meaningful summaries and compari-
sons is the domain of statistical analysis. The first task in analysis is to
provide a description of the magnitude of the observations and how close
the different measurements are to one another. Descriptive statistics pro-
vides a consistent framework for calculating or estimating the central
tendency of continuous data in the familiar forms of mean, median, and
mode. The variation in data is generally described by the mathematical
calculations of variances and standard deviations, or by the simple alloca-
tion of data points into a range of percentiles (e.g., interquartile range).
These approaches are everyday phenomena in clinical laboratories for the
monitoring of all quantitative assays. Reference ranges are initially set up
with these techniques. Methods of quality control for precision and

proficiency testing for accuracy also are based on these principles. For data
that are not continuous but take on only two or a few discrete values (e.g.,
positive or negative), the analysis might consist of counting the number in
each category and looking at the proportions of all values by category.
Comparison of data typically asks the question whether one group is
different from another group. These comparisons are usually done by #-
test or by analysis of variance, depending on whether two or more groups
of continuous data are compared. If the data are discrete, comparison is
done by chi-square analysis. When data can take on a range of different
values, it is convenient to do a correlation between two different data sets
with a straight line fit. The newcomer to statistical analysis frequently
poses the question: Which statistical test is best? The question of which
test to use depends largely on whether the data are continuous or discrete,
and whether continuous data follow particular distributions. However,
statistics is based on convention, so that the investigator should try very
diligently to understand the importance of differences between tests, and
whether possible findings and conclusions are likely to reflect accurately
the nature and significance of the question being asked. In contrast to the
investigator who is interested in finding the right test for data already
collected, the statistician is more interested in helping the investigator plan
the experiment and collect data, so that statistical tests are most valid. This
chapter relies heavily on common clinical laboratory examples for which
specific statistical tests are applied to demonstrate some useful choices.

DEFINITIONS

® Variables: The things that we measure, count, or otherwise delineate
are termed variables because the values they can assume vary.
Variables are usually considered to fall into one of the following
scales:
® Nominal scale is where a variable can take on only a limited number
of values, usually called categories (or characters). Examples of
nominal variables are gender (male or female) and risk factors
(e.g., smoker or nonsmoker).
Ordinal scale is where the variable takes on specific values that have
some inherent order such as magnitude but without equivalent
distances between categories (e.g., trace amount, 1+, 2+, etc. of
protein in urine).
Interval scale is where a variable takes on values in a quantitative
range with defined differences between points. It is conventional
to treat most numeric laboratory measurements as continuous
variables, even though they may be reported as discrete values (e.g.,
glucose values of 123 or 124 mg/dL, but not 123.857... mg/dL).
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Cocefficient of variation (CV) is the standard deviation of a set of data
points divided by the mean result expressed as a percentage or as a
decimal fraction.

Confidence interval (CI) is the interval that is computed to include a
parameter such as the mean with a stated probability (e.g., commonly
90%, 95%, 99%) that the true value falls into that interval.

Degrees of freedom (df) is a parameter related to the sample size (n).
df indicates the number of quantities free to vary and is usually n—1
for applications such as the #-test. For the chi-square test, it is the
number of rows minus one times the number of columns minus one.
df is employed in calculating the p value for a statistical test.
Gaussian (normal) distribution is a spread of data in which elements
are distributed symmetrically around the mean with most values
close to the center. It is explicitly described by a mathematical equa-
tion and so is a parametric distribution. Random scatter or random
selection of a population often results in a Gaussian normal distribu-
tion. This type of distribution is often a criterion for completely valid
application of many parametric tests.

Linear regression is the mathematical process for calculating the best
straight line to fit the relationship observed between two variables
measured on the same items. Simple or least squares linear regression
yields the best fit for x and y data sets by minimizing the sum of the
squared y-axis (vertical distance) differences between each data point
(x,y) and the line. This approach assumes the x-axis data to be nearly
perfect or without error. Uneven distribution of data points across
the entire range may significantly alter the reliability of linear regres-
sion. Deming linear regression does not assume the x-axis data to be
free of error, but instead uses the weighted sum of squared y-axis and
x-axis differences between the data points and the line. The correla-
tion coefficient (r) describes how well the line fits the data ( ranges
from -1 to 1).

Mean is the sum of all results divided by the number of results. Also
related are the mzedian, which is the middle value that divides
the distribution of data points into upper and lower halves (also
called the 50th percentile); and the 7zode, which is the most common
value. The mean, median, and mode are all measures of central
tendency. The geometric mean is calculated as the nth root of the
product of a distribution of z numbers; its use for estimating central
tendency minimizes the effects from extreme values such as are found
in a log-normal distribution.

Parametric statistics are statistical measures that are calculated based
on the assumption that the data points follow a Gaussian distribution
and include parameters such as mean, variance, and standard devia-
tion. Nonparametric statistics are based on rank or order of data.
Null hypothesis (H,) is the proposal that there is no difference in a
comparison. The alternative hypothesis is that there is a difference.
When the critical value of a statistic is exceeded, rejection of the null
hypothesis occurs, thereby favoring the acceptability of the alterna-
tive hypothesis.

Significance level (p or @) is the probability that a difference between
groups occurred by chance alone, by convention set at less than .05.
Statistical power (I—-f§) is the probability that a difference between
groups will be detected by the study, generally set at least to 80%.
Standard deviation (SD) is the square root of the sum of the squared
differences of each data point from the mean divided by n—I for
samples (divided by 7 for populations). The SD is a predictable
measure of dispersion from the mean in a Gaussian normal
distribution.

Standard deviation index (SDI) is the difference between the value of a
data point and the mean value divided by the group’s SD. The
z-transformation is the expression of a result from the mean in SD
units. The Z-value is the probability of a result being z SDs from the
mean value. The SDI is commonly used in reporting performance in
proficiency testing for an individual laboratory compared with peers.
Student t-test is a statistical test for comparing means between two
sample groups. The test can be paired (e.g., two separate measure-
ments on the same individuals before and after some intervention)
or unpaired. Values of 7 and df yield a level of statistical significance
(p value).

Type I ervor (alpha error; o) is incorrectly rejecting the null hypothesis
and stating that two groups are statistically different when they really
are not.

Type II error (beta error; ) is incorrectly failing to reject the null
hypothesis and stating that two groups are not statistically different
when they really are.

VARIABLES

Statistical questions are often posed in terms of input versus output, cause
and effect, or correlation between two or more variables. The input or
cause is considered an independent variable because it is already determined
and so is not influenced by other factors. Examples of independent
variables are age, gender, temperature, and time. In contrast, dependent
variables are those things that might change in response to the independent
variable. Examples of dependent variables are blood glucose concentration,
enzyme activities, and the presence or absence of malignancy. Of course
we can change our thinking and switch which is the independent and
which is the dependent variable if the experimental question changes.
For graphical display, the independent variable is plotted along the
horizontal (x) axis or abscissa, while dependent variables are plotted along
the vertical (y) axis or ordinate. With a single independent variable (e.g.,
time) on the x-axis, more than one dependent variable can be plotted on
the y-axis to demonstrate different relationships simultaneously. The
relationship observed between an independent variable and dependent
variables is used to predict future outcomes of the dependent ones based
on what values the independent variable assumes.

PREPARING TO ANALYZE DATA

Most statistical calculations today are done automatically by computer with
software programs that present multiple sophisticated options for analysis
and even graphical displays of the data. To prepare data for these auto-
mated analyses, it is always necessary to enter them into readable format
for the program. This process can entail automated transfer from one
electronic data set to the statistical program or manual entry from printed
sheets of data. Manual entry is obviously fraught with opportunity for
typographic errors, but even automated transfer of data can result in erro-
neous entries, especially when translating older data sets that have been
stored on media that might have been corrupted (e.g., magnetic tapes
reexamined decades later). Even converting data strings to columns and
rows of data points can leave some values in the wrong places. Conse-
quently, it is always good practice to examine the data set for accuracy
before performing the statistical analysis. This examination could be done
by proofreading every entry or by double entry of each value and automatic
comparison for discrepancies, although both of these approaches may be
impractical when the data sets contain hundreds, thousands, or more
values. At the very least, visual examination of the plotted values provides
a quick idea of whether some serious data entry errors have occurred. For
example, an incorrectly entered value of 50.0 for potassium (instead of 5.0)
can be immediately identified by scanning all values on a graphical plot.
The person preparing to perform statistical analyses should do this visual
test to identify and correct the most obvious errors and to search for any
systematic errors that might have arisen in data transfer and entry.

DESCRIPTIVE STATISTICS

When multiple data points are collected, it is useful to provide a summary
of those results that makes them easier to understand rather than simply
listing all values. The methods used to summarize data are termed descrip-
tive statistics because they describe what the magnitude of results is and
how the data points differ from one another. In the case of categorical
variables, this description can be a simple count of discrete values (e.g.,
how many men and how many women had blood drawn in a clinic). For
continuous variables, it is conventional to use some measure of central
tendency about which the data points cluster, and a measure of how far apart
they are dispersed from one another (e.g., what are the ages of the patients

who had blood drawn).

CENTRAL TENDENCY

The most widely recognized measure of central tendency is probably the
mean or average value (also referred to as the arithmetic mean), which is
calculated by adding the values of all the individual data points and dividing
that sum by the total number of data points, expressed mathematically as
follows:

Mean =x = (x; + x, +...x,,)+n=12x,- 9-1)
nio

Because this technique derives the mean value from a defined formula, it
is termed a parametric method. An alternative measure of central tendency



is the msedian, which divides all data points exactly in half, with one half
being higher and one half lower. The median is also called the 50th per-
centile. It is not calculated from a formula because it is taken from a
straight count of the data points, so it is termed a nonparametric method.
The third commonly used measure of central tendency is the 7zode, which
is the most common value (i.e., the value of the variable that has the great-
est number of data points). The mode is not a very useful measure for
describing or comparing data sets, but it does have a role in understanding
when a data set consists of two or more different populations that result
in more than one mode. If two separate subpopulations are present, it is
called a bimodal population.

Another measure of central tendency is the geometric mean, which has
the feature of minimizing the influence from extreme values in a distribu-
tion. The geometric mean is calculated as the nth root of the product of
all # values from a population, or

(Geometric mean = &a; X x; X-+-x, (9-2A)

The following transformation is more convenient for calculating the
geometric mean:

7
log Geometric mean ="y

i=1

logx (9-2B)

n

Thus the log of the geometric mean equals the mean of the logarithm of
all observations, and taking the antilog of this summation yields the value
of the geometric mean.

Consider the following distribution of values, which is heavily weighted
toward the lower end but with some high values:

3,3,4,4,4,5,5,5,6,6,8,9,10,15, 21

The arithmetic mean for these values is 7.2, whereas the geometric mean
is 6.09, which better reflects the preponderance of values at the lower end
than does the arithmetic mean.

In general, parametric methods allow numerous additional calculations
for application of many different statistical tests that are based on specific
formulas. The advantage of nonparametric methods is that they do not
assume or require that the data points must follow any particular distribu-
tion for them to be applicable. Parametric methods can be applied to data
sets that deviate from preferred distributions, but those calculations and
conclusions may not be fully warranted if the deviations are extreme.

GAUSSIAN (NORMAL) DISTRIBUTION

The Gaussian (also called normal) distribution is a symmetrical, bell-
shaped curve centered about the mean value (Fig. 9-1). It is described by
the following mathematical formula:

15
2
e 20

where ¢ is the standard deviation of the ideal Gaussian population
(Dawson-Saunders, 1994). It corresponds to the distance from the mean
to the x value at which the curve has an inflection point.

The area under this curve within * 1 ¢ from the mean is approximately
68.2% of the total area, meaning that 68.2% of data points from a Gaussian
distribution should fall within + 1 ¢ of the mean. Similarly 95.5% of the

P(x)=

ov2r ©-3)

~——68.2%—>

95.5%

i 99.7% i —_—
-3S -2SD  -1SD X +1SD  +2SD  +3S
Figure 9-1 |Idealized Gaussian (normal) distribution showing areas under the

curve corresponding to mean + 1, 2, and 3 standard deviations (SD).

data points will be within + 2 ¢ of the mean, and 99.7% will be within
+ 3 6 of the mean.

DISPERSION

A common parametric measure (based on the Gaussian distribution) of the
dispersion of data points about the mean value of a population under
examination is the standard deviation, mathematically calculated as:

SD= zizl(xi—f)
n—1

The quantity under the square root sign is termed variance. Use of the
SD assumes that the data follow a bell-shaped curve that can be described
mathematically by the formula for a normal or Gaussian distribution. To
the extent that the data are normally distributed, the SD is a good estimate
of the dispersion.

Two additional terms derive from the SD. One is the coefficient of varia-
tion (CV), which is calculated as the SD divided by the mean. The CV is
often expressed as a percentage, although it can also be expressed as a
decimal fraction less than 1. For a situation where the mean = 25 and the
SD =5, the CV = 20%, or 0.20. The other term is the standard deviation
index (SDI), which is the distance that an individual data point is away from
the mean value divided by the SD. The main use for the SDI is in such
applications as proficiency testing, where performance of any one labora-
tory is standardized according to the dispersion of data in the performance
by all laboratories.

A common clinical laboratory application of the normal distribution is
to calculate the central 95% of values obtained from a healthy population
when trying to establish the reference range for an analyte. This range of
course is easily calculated as mean £ 2SD for a truly Gaussian normal
population. An example of this application is calculation of the central 95%
of values of the white blood cell (WBC) count in a group of 85 healthy
medical students (Fig. 9-2). The bar graph plot is roughly bell shaped and
symmetrical, although there is a slight asymmetry that can probably be
ignored. The mean value is 6.60 x 10° cells/L, with an SD of 1.457 x 10°
cells/L, and the calculated central 95% range is from 3.69-9.52 x 10°
cells/L. This is a small group of individuals compared with what might be
used for actual reference range calculations, but it does show a few persons
with WBCs higher than this range and some lower, so this estimate of
central 95% appears appropriate.

Another way of thinking about these calculations is that the persons
tested represent only a sample of all persons to whom we are interested in
generalizing these findings (Daniel, 1999). The mean value actually
observed would probably be somewhat different if another group of 85
healthy people were tested. Based on the values observed and their spread,
a confidence interval can be placed around the mean such that we can be
certain by a desired percent that the true mean of WBCs from all healthy
persons falls in that range. The confidence limit is calculated as follows:

©0-4)

Confidence interval = x + z%

9-5)

where the critical factor z derives from transformation of the problem to
a standard normal distribution. The quantity vz is termed the standard

—

; 1
3 4 5 6 7 8 9 10 11
WBC (x 109/L)
Figure 9-2 Distribution of white blood cells (WBCs) in the blood of 85 healthy

individuals.
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error of the mean. In this example, let the confidence interval be 95%, for
which z = 1.96. The 95% confidence interval around the mean value is

1.457
8s

Note that this range is the 95% confidence interval on the mean value
alone, whereas the earlier calculations yielded the central 95% of all data
points. Confidence intervals are used to give an idea of the broadness of
the estimate of something. This can be made more certain by using 99%
confidence intervals (i.e., 99% confident that the true mean falls in the
interval), in which case z = 2.575 for the calculation, and the 99% confi-
dence interval is broader at

1.457
85

6.60+£1.96x

or 6.295-6.914 x10° cells/L

6.60+2.575x%

or 6.193-7.007 x10° cells/L

NONPARAMETRIC MEASURES

The median value of WBC for this group of healthy persons is 6.4 x 10°
cells/L, which is roughly the same as the mean value. For a perfectly
Gaussian normal distribution, values of the mean, median, and mode are
exactly the same. Delineation of the range from the 2.5-percentile to the
97.5-percentile also gives an estimate of the central 95% range (for the
example of WBC, it is 3.94-9.89 x 10° cells/L, which is really the exact
range for this specific population). This is a nonparametric estimate of the
range because it does not use a calculation, but only divides the data points
according to their order. Many applications of median use the central 50%
of data points from the 25th percentile to the 75th percentile (also called
interquartile range) to describe central tendency by the nonparametric
method.

Sometimes the parametric method of mean £ 2 SD produces an errone-
ous estimate of the central 95% range. An example of this situation arises
with the distribution of alanine aminotransferase (ALT) activities in the
serum of apparently healthy individuals (Fig. 9-3). In this population, the
mean value is 30.1 U, the SD is 12.69 U, and the calculated reference
range (mean + 2 SD) is 4.73-55.48 U. This range is not appropriate
because the actual lowest value observed in the group was much higher
(12 U). This estimate of the lower end of the range (4.73 U) is far too low.
Similarly, the estimate of the upper end (55.48 U) is too low and excludes
about 10% of the data points instead of only 2.5%. Another clue that the
parametric method may not work here is that the median value is 27.0 U,
which is somewhat different from the mean. The reason for this discrep-
ancy is apparent upon looking at the distribution, which is skewed to the
right with many values tailing off at the upper end. In this case, a much
more useful estimate of the central 95% can be obtained simply from the
2.5-percentile to the 97.5-percentile range. It is 15.2-68.0 U. The form
of this distribution for ALT is sometimes termed Jog-normal, because it can
be converted to a normal distribution by using the values of log ALT
instead.

Many laboratory measurements show distinctly non-Gaussian normal
distributions. Values of 25-OH vitamin D in 12,434 serum specimens from
2000 through 2008 showed a skewed distribution, with lowest value
0.5 ng/mL and highest value 260.0 ng/mL (Fig. 9-4, 4). The arithmetic
mean of these values is 25.55 ng/mL, and the median is 20.90 ng/mL,
reflecting the non-normal distribution. Plotting log 25-OH vitamin D

1 1 1 1 1 1 1
10 15 20 25 30 35 40 45 50 55 60 65 70 75 80
ALT (V) in 86 persons

Figure 9-3 Distribution of alanine aminotransferase (ALT) in the serum of 86
healthy individuals.
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shows a nearly normal distribution with mean value 1.3130 (Fig. 9-4, B).
Then the geometric mean is 10'*"%° = 20.56 ng/mL, which appears to be
a better measure of central tendency for 25-OH vitamin D than the arith-
metic mean.

COMPARATIVE STATISTICS

One of the questions frequently asked by statistical means is whether one
group is different from another group in some characteristic. The question
boils down to a comparison of the central tendency of one group versus
that of the other and the scatter that each group exhibits about the central
values. If the scatter of data is extreme, then calculated differences between
mean values of two groups might not be important, but rather the result
of adding in the extreme values. Another way to think about these com-
parisons is that of signal/noise ratio. If there is little noise (scatter of data),
then the difference in the signal from each group is more believable.

STUDENT ¢TEST

The most common method for comparison of a continuous variable
between groups is probably the Student 7-test (Dawson-Saunders, 1994).
The pseudonym Student was used by William Gosset, a statistician
working for the Guinness brewery, who wanted to keep his work for opti-
mizing productivity unrecognized by competing companies. The #-test is
based on a parametric calculation of the 7 statistic as follows:

X| — X>
SDp L+ b
m 7

where ; is the mean value in group 1,

n; is the number of values in group 1,

%, is the mean value in group 2,

n, is the number of values in group 2, and

SD,, is the standard deviation of groups 1 and 2 combined.

Fortunately, the calculation of ¢ statistics is conveniently performed by
computers in modern times, so the analyst now has the responsibility of
vouching for the accuracy of data input and the correct choice of statistical
tests and their validity for the situation.

Some specific assumptions about the data sets are also necessary for
applicability. For example, it is necessary to have sufficient numbers of data
points in each group to make a valid comparison with approximately equal
numbers in each. The spread of the data points should be equivalent
(usually assessed by whether the variances of the groups are equivalent).
The selection of data points should be independent of one another; for
example, it would be inappropriate to include the same patient twice in
one group. The issue of independence is usually handled experimentally
by a random selection of subjects or patients. Randomization of treatments
is an exacting process for important research such as clinical trials. For
laboratory use, it is more likely that data come from patients who present
themselves to the hospital or clinic for testing, rather than being a random
sample of all people in a city or from a country. The more random the
selection process, the more likely it is that results can be generalized to a
much larger target population for which inference is desired.

The statistical question for consideration is reduced to two mutually
exclusive hypotheses that include all the possible situations. The null
hypothesis (Hy) states that there is no difference between groups. The
alternative hypothesis (H,,) is that the difference between mean values is
significant. If the 7 statistic has a sufficiently high value, we can reject the
null hypothesis and consequently must accept the alternative hypothesis
that there is a significant difference. If the 7 value is on the low side, we
cannot reject the null hypothesis, but neither can we accept it. This deci-
sion is somewhat like that of the verdict from a trial in which the possible
outcomes are “guilty” and “not guilty.” The innocence of the defendant is
never established, and similarly the null hypothesis is never proven. We
could end up thinking that the null hypothesis is correct (particularly since
the alternative hypothesis now seems unlikely), but the test we performed
did not strictly lead to that conclusion.

Consider the distribution of hemoglobin (Hb) values in the whole
blood of 36 healthy males and 49 healthy females (Fig. 9-5, 4 and B). Visual
inspection of the bar graphs for Hb shows that the females generally have
lower values (mean 13.2 g/dL, SD 0.80 g/dL) than the males (mean
15.1 g/dL, SD 0.96 g/dL). Only a portion of the males and females overlap
one another in Hb values. In this example, the value of # = 9.898. One
other factor must be taken into account, the degrees of freedom, which is

t= (9-6)
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Figure 9-4 A, Distribution of 25-OH vitamin D in 12,434 serum specimens showing skewness to the right at higher values. B, Plotting log 25-OH vitamin D shows normal
distribution following logarithmic transformation.

obtained from the total number of data points minus 2 or df = n; + n, — 2 value of 7 for which the degrees of freedom yield a probability (p) value
=36+49-2=83. that is to be applied for significance using a table of values. More often
the software does this calculation automatically. Generally p values of 0.05

Significance or less are required to claim statistical significance. A p value of 0.05 (also
The value of the ¢ statistic is assessed for significance according to the called alpha) means that the difference observed between the two groups
degrees of freedom. One way to approach the assessment is look up the could have occurred one time in 20 with the particular spread of data
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Figure 9-5 Distribution of hemoglobin (Hb) in the blood of (A) healthy men and
(B) healthy women.

actually observed. The value of alpha is also thought of as the risk that we
are willing to take to conclude falsely that there is a significant difference
when in fact none exists (type I error). The use of alpha = 0.05 is merely
an arbitrary convention, but it is ingrained in the minds of reviewers and
protocols for evaluating studies. Of course, if the p value is much smaller,
such as 0.01 or 0.001, then the statistical significance of a difference
between group means is that much more credible.

Even though an observed difference between groups might have
an extraordinarily impressive p value (p = 0.001 means that the result
should happen by chance only 1 in 1000 times), it is incumbent upon
the investigator to conclude whether the observation is clinically
significant. The statistical significance of any difference can always be
amplified, no matter how insignificant it is for decision-making, simply by
increasing the number of data points (see the formula for calculating 7,
Equation 9-6).

A potential problem arises when a large number of comparisons are
done in studies where no clear hypothesis is stated, but instead the data
are mined for whatever might fall out upon examination. In this case, the
minimal level of significance should be adjusted to reflect the large number
of tests that could conceivably discover “significant results” by chance
alone. After all, if a p value of 0.05 is used, then by doing 20 different
comparisons, one ought to find on average some comparison with a statisti-
cally significant difference regularly. The Bonferroni correction is done to
lower the risk of such false discovery. It consists of dividing the usually
accepted p value by the number of comparisons. Thus for five different
comparisons, the correction is p value = 0.05/5 = 0.01 as the acceptable
threshold value for significance.

For this particular example, comparing Hb values between males and
females, the p value is less than 0.0001, so we can reject the null hypothesis
and can conclude that there is a significant difference between groups.
Most statisticians would not report this level, but would be satisfied with
saying that the p value was less than 0.001. Another condition to denote
is whether this test is two-sided or one-sided, meaning that the question
being asked is whether one group is simply different from the other (two-
sided) as opposed to the question of whether one group is only higher than
the other group (one-sided). Most journals require the use of two-sided
t-tests because they are more demanding.
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TABLE 9-1
Observed Values of Contamination in Blood Cultures

Result Baseline period Post training

Number of cultures 53 32
contaminated

Number of cultures not 978 891

contaminated

Sample Size

Suppose the two groups being compared showed a difference that was not
quite statistically significant with a p value of .06. One way to achieve
statistical significance is to increase the number of subjects studied. This
will be the case if the difference remains the same, because the z-value will
be increased by a greater n. A pilot study can be done in a clinical trial to
establish roughly the difference between groups and the scatter of the data.
These pieces of information are then used in a formula to calculate the
sample size necessary to bring the results to statistical significance. Calcu-
lation of sample size also takes into account another factor called beta,
which is the risk one has of missing a true effect by chance (type II error).
The power of the study is 1 — beta. When beta is set to 0.20, the power
of the study is 0.80, which says that the number of subjects calculated for
use will yield a statistically significant result 80% of the time with the
specified difference between groups and scatter of data.

The #-test used for this example was unpaired because the comparison
was between different individuals. If the experimental design included a
comparison of values on the same individuals before and after treatment,
then it is appropriate to use a paired 7-test. A paired test is potentially a
more powerful mathematical tool because it looks only at the change
between the values within each person and is not influenced by variation
in background values between individuals.

NONPARAMETRIC TESTS

If the assumption about normality of the data is not valid, other nonpara-
metric tests can be used to compare distributions between groups. The
Wilcoxon signed-ranks test is such a technique. By this method, all values for
both groups are given a numeric rank according to their magnitude. In the
case of ties for the same value, both are assigned the intermediate rank
(e.g., if 4th and 5th places are tied, then both are given the rank 4.5). All
ranks are summed in each group and divided by the number of data points
in each group. The difference between the rank scores is then given a
probability. This technique is easily done by computer software and may
be quite useful when assumptions required for a parametric method are
not met by a data set.

ANALYZING DISCRETE DATA:
TESTING PROPORTIONS

Analysis of discrete data takes on a different form from that of continuous
variables that can be expressed as distributions. With discrete data, answers
are typically dichotomous: Something is present or absent, patient gender
is male or female, the patient lived or died. Consider the fictitious example
of an intervention to lower contamination rates in blood culture collection.
(This is a universal problem in all laboratories, but these data are only
hypothetical.) Before the intervention, baseline information over a
2-month period showed that 53 cultures were considered contaminated
and 978 were not. After training and implementation of the new collection
process, a second 2-month period showed 32 contaminated cultures and
891 that were not. These nominal data are conveniently expressed in a
2 x 2 display termed a contingency table of observed values (Table 9-1).
These data consist of simple counts in one category or another. The
question to be asked is whether the proportion of contaminated cultures
was significantly different in the two time periods.

CHI-SQUARE TEST
The statistical test to be used is the chi-square test. It is calculated as:

observed — expected)’
7=y ( pected)

expected ©-7)



TABLE 9-2

Expected Values of Contamination in Blood Cultures

Result Baseline period Post training

Number of cultures 44.8 40.2
contaminated

Number of cultures not
contaminated

986.2 882.8

where the observed values are as listed earlier and the expected values are
calculated from the overall assortment of counts (Dawson-Saunders,
1994). In this example, the expected number of contaminated cultures in
the baseline period is the total number of cultures done in that period
(53 + 978 = 1031) times the proportion of contaminated cultures in both
time periods together (proportion calculated as [53 + 32]/[53 + 978 +
32 + 891] = 0.0435), or 1031 x 0.0435 = 44.8. Calculation of the other
expected values follows similarly, resulting in a contingency table of
expected values (Table 9-2). Then calculation of the y’ value is done by
summing the squares of the differences (this converts all differences to
positive values) between expected and observed values and dividing by the
expected value in each cell of the table. In this example,

2 2 2 2
s (3-4487  (978-9862)° (32-40.2) (891-882.8)° .
44.8 986.2 40.2 882.8

(9-7A)

With one degree of freedom ([number of rows — 1][number of
columns — 1]), the p value is 0.07, which does not meet the universal
threshold of at least 0.05 for statistical significance. It is fair to say that a
trend toward less contamination was observed after the intervention,
but that it was not quite statistically significant. It is important to keep in
mind that for ’ testing to be valid, each cell must have a minimum value
of five observations.

TREND EVALUATION AND
CORRELATIVE STATISTICS

The relationship between an independent variable and a dependent vari-
able is demonstrated by plotting them on a scattergram or a plot with the
independent (input) variable on the x-axis and the dependent (output)
variable on the y-axis. If there is no relationship between the two variables,
the data scatter randomly over the graph. If there is a relationship, it can
be described mathematically by finding a line that is the best fit through
all the data points. This line can be calculated by the least squares approach
in which the vertical distances from each point to the calculated line are
minimized for the entire population of values. This statistical method is
referred to as linear regression (National Committee for Clinical Laboratory
Standards, 2003).

LINEAR REGRESSION
The general form for the equation of a straight line is:

y=a+bx (9-8)

in which the slope (b) indicates how the value of y changes when x changes.
When b = 1, the relationship of change between x and y is one to one. The
intercept (#) indicates how the relationship between x and y is offset or
biased by a constant factor. The calculation is easily done by any of several
statistical programs that also provide information about the goodness of
fit of the line. This approach is commonly used when comparing an exist-
ing method (A) with a new method (B) for the same analyte (Fig. 9-6, 4).
This example shows a strong correlation between method A and method
B because the data points fall very close to the line, which is described by
the equation: Method B = 0.62 + 0.99 x Method A. The slope of 0.99 is
almost perfect, and the intercept of 0.62 is quite small on the scale of pos-
sible values. In fact, the 95% confidence limits on & are —0.47 to 1.72,
which includes the value 0, indicating that the intercept is not significantly
different from 0.

The vertical (y axis) distances from each data point to the best fit line
are termed the residuals. The most valid line fits are associated with rela-
tively constant values of the residuals over the entire range of values. If the
residuals grow larger at one end of the graph, then the line fit is less certain
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Figure 9-6 A, Regression analysis between method A and method B; strong
correlation. B, Regression analysis between method A and method C; weaker
correlation.

in that portion of the range. The standard error of regression (also called
standard ervor of the estimate), denoted S,,,, is used to estimate the variation
that could be expected from doing the regression again with another
sample of data points. The S, . is calculated as the square root of the sum
of residuals squared, divided by n — 2. It is important that data points from
patient specimens be spread over the entire analytic range to yield the most
valid comparison of methods unbiased by over-representation or under-
representation of data in any region (National Committee for Clinical
Laboratory Standards, 2002).

In laboratory practice, regression or correlation analysis is frequently
used to compare the performance of a new method versus an old method.
In this situation, the old method could have worse precision than the new
one, and so it would not be appropriate to base a judgment just on how
the new method compares with the old one as a “gold standard.” A
common approach to this issue is Deming regression analysis, named for
W. Edwards Deming (1900-1993), a mathematician influential in princi-
ples of quality improvement. In Deming regression, the best line is
obtained by minimizing the sum of squares of both x and y distances from
the data points to the line (Cornbleet, 1979). In addition, Deming regres-
sion applies a weighting factor (X) that incorporates the relative variances
of both x and y data. The result is more heavily weighted in favor of the
data set with better precision.

The relationship between method A and method B is further described
by the corvelation coefficient (r), which can range in value from —1 to +1. A
value of 0 indicates no relationship, and a value of 1 indicates a perfect
relationship (-1 is also a perfect but inverse relationship). Other values
between —1 and +1 indicate intermediate relationships. The square of the
correlation coefficient is termed the coefficient of determination (%),
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which describes the amount of variation observed in the dependent vari-
able that is due to the relationship between the two variables. In this
example, 7 = 0.9976 and 7* = 0.9952, both of which are very high values
that show an extremely strong relationship between method A and method
B that accounts for 99.52% of the variation. The p value on this correlation
is less than 0.0001.

In contrast with the very good correlation between method A and
method B, the performance of method C versus method A (Fig. 9-6, B) is
not nearly as good. By simple visual examination, the data points are
scattered farther from the line, and the line is shifted upward. The value
of »=0.8757 is somewhat less than between method A and method B, but
still shows a strong correlation with p value less than 0.0001. The value
of 77 = 0.7668, so 76.68% of the variation can be accounted for by the
relationship between method C and method A. The equation for this
line is Method C = 10.2 + 0.84 x Method A, so the change in values
using method C compared with method A is slightly less (slope of 0.84).
A significant upward bias is seen by method C (intercept of 10.2 with 95%
confidence limits of 2.8 to 17.6).

METHOD COMPARISONS

These two examples show somewhat different relationships, although both
are statistically significant. It is up to the person assessing the performance
to determine which is sufficient for the application. The comparison of
method A versus method B is extraordinarily strong both by visual review
and by statistical analysis, and so it can comfortably be said that these
methods are equivalent for the purposes of replacing one with the other
in clinical practice. On the other hand, the comparison of method A with
method C is messier because of the larger amount of data scatter. The
smaller slope suggests that the two methods do not react equivalently with
the analyte, and furthermore there is a positive bias by method C. With
expectations for excellent precision and accuracy on modern instrumenta-
tion, method C would probably be rejected if method B were a viable
alternative. And yet the level of correlation observed between method A
and method C might be very welcome to researchers trying to ask a dif-
ferent question related to cause and effect between biological processes
that have inherently high levels of variation.

A special example of regression analysis termed logistic regression is
employed when the outcome is a dichotomous or binary variable for con-
tinuous independent (predictor) variables.

ANALYSIS OF VARIANCE

When the mean values of more than two different groups are to be
compared, the process is termed analysis of variance (ANOVA) (Dawson-
Saunders, 1994). This analysis can be thought of as extending the #-test
beyond two independent samples to three or more. The null hypothesis
in this situation is that the mean values of all groups are the same. The
alternative hypothesis is that not all the means are equal (some could be
the same, but others different). The test statistic is the F-ratio of the mean
squares among all groups (MS,) to the error mean square (MSp):

MS, 9-9)
It compares the variance of the group means versus the mean of all the
data (numerator) and the variance of individual data points within each
group (denominator). If the group means differ from one another (signal)
more than the variation within groups (noise), then the F-ratio will exceed
a critical value for significance.

An example of ANOVA is the comparison of serum albumin values
from patients at two inpatient sites, an outpatient clinic, and a student
health clinic (Fig. 9-7). One hundred consecutive specimens from each site
were recorded. The horizontal line shows the grand mean of all 400 values
of 3.17 g/dL. Within each group, the diamonds indicate group means
(midline) and 95% confidence intervals on those means (upper and lower
vertices). The F-ratio = 279 for which the p value <0.0001, so the null
hypothesis can be rejected with the conclusion that at least some of the
means are different. This approach is more conservative and realistic than
comparing each group with every other group using a series of different
t-tests (with four groups, six comparisons could be made). The problem
with too many comparisons is the possibility of “accidentally finding sig-
nificance” that is not true. To extend ANOVA, comparisons of group
means by such procedures as Tukey’s honestly significant difference (HSD)
can be done. In this example, Tukey’s HSD indicates that IP1 and IP2 are

F-ratio=
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Figure 9-7 Analysis of variance. Serum albumin at different patient sites. IP7, IP2,
Inpatient wards 1 and 2; OF, outpatient; SH, student health.

not different from one another, but that OP and SH are both different
from all other groups. At this stage, the investigator is free to elaborate on
potential reasons for these observed differences without putting further
statistical significance on the individual differences.

Some conditions should be met for parametric ANOVA to be com-
pletely valid mathematically:

® The data were collected using random sampling where all observa-

tions are independent of one another.

¢ The data in each group are normally distributed.

* Each group has an equal number of data points.

¢ Each group has equal variances.

If this set of ideal criteria is not met, other methods are available for
comparisons. The Mann-Whitney test can be used to compare medians.
The Wilcoxon and Kruskal-Wallis tests for rank sums are nonparametric
alternatives. This example of serum albumin shows greater variances for
the inpatient groups than for the outpatients, so nonparametric analysis
could be more appropriate. (The Wilcoxon test also showed significant
differences among the groups of this example.) This case dealt with one
variable, and so it was one-way ANOVA. To deal with two variables, the
procedure can be extended to two-way ANOVA.

Linear regression might be used in error to analyze continuous outcome
data when the independent variable has the appearance of being continu-
ous but is actually categorical. Such a situation is seen with tumor grade
(1 through 4) as an independent variable. Tumor grade is not continuous
but rather consists of discrete categories that are not necessarily evenly
spaced along a dimension. Although statistical programs would permit
calculation of a regression on tumor grade, the proper approach would be
one-way ANOVA to look for differences in the dependent variable (e.g.,
survival time) among groups (e.g., tumor grade).

ANALYSIS INVOLVING MULTIPLE
VARIABLES

Two-way analysis of variance (two-way ANOVA) is used when the experimen-
tal design has two categorical independent variables (input) and a continu-
ous dependent variable (output). An example is the effects of both gender
and different (fixed) drug levels on a physiologic measurement such as
blood pressure. In addition to the one-way effects of gender on blood
pressure and of drug level on blood pressure, it is necessary to investigate
a possible interaction of gender and drug level in two-way ANOVA. If such
an interaction is significant, then response to drug level might be different
in men versus women. These interactions are conveniently displayed
graphically (e.g., a plot of response to drug in men and one for women;
noninteraction results in parallel lines; intersection of the lines indicates
an interaction).

Multiple analysis of variance (MANOVA) applies to a model with multiple
categorical independent variables and two or more continuous dependent
variables.

Sometimes the way a comparison is set up by selection of subjects into
different groups can lead to a confounding effect from another variable
besides the variable of primary interest. In this case, it is revealing to



perform analysis of covariance (ANCOVA) to account for potential influence
from the covariable. The intention of ANCOVA is to use statistical
methods to eliminate effects arising from confounding variables that were
not accounted for by random assignment in the original selection of sub-
jects. Typically these effects might be due to an imbalance of subjects with
certain characteristics in the experimental group compared with the
control group (e.g., the treatment group might have 75% smokers and the
control group only 25%; without adjusting for this potential confounding
factor, one could not be certain that results from treatment were not in
fact merely due to different proportions of smokers in each group).

As a laboratory example of ANCOVA, consider the comparison of
serum calcium measurements in 61 male and 41 female healthy adults to
establish whether different reference ranges of calcium would be necessary
for males and females. Simple one-way ANOVA similar to that in Figure
9-7 yielded a statistically significant (p = 0.0045) difference between the
group means of calcium (males 9.3 mg/dL, females 9.1 mg/dL). (Perform-
ing ANOVA with only two groups is equivalent to an unpaired #-test.) This
finding was consistent with those of previous studies, so it probably is
appropriate to have gender-specific reference ranges for serum calcium,
but does this make sense from a physiologic view? It s also well recognized
that serum albumin influences total calcium levels by binding some of the
calcium. A linear regression for these subjects confirmed this relationship.
The effects of gender and of the covariable albumin on calcium are sorted
out by ANCOVA. In this example, the effect on calcium from gender was
completely accounted for by the effect of albumin on calcium and the
different distribution of albumin in males versus females. ANCOVA can
be enlightening to discover and eliminate by statistical analysis those
covariables that might not be known and planned for in the design of an
experiment. Further discussion of ANCOVA can be found in more
advanced texts on statistics (Matthews, 1988).

When multiple continuous independent variables (x;, x, x5, etc.) are
tested to predict a continuous dependent variable (y) as outcome, multiple
regression analysis is used to calculate the weighting factors (4;) for a linear
combination as follows:

y=a+bx,+boe, +byxs +-- (9-10)

This analysis also allows use of nominal independent variables with
so-called “dummy variables” that are arbitrarily given values of 1 or 0 (e.g.,
1 for female and 0 for male). Thus if x; is gender, the coefficient b, is
multiplied by 1 for females in calculating the values of y; however, for
males, 4; is multiplied by 0. This dummy coding permits convenient use
of nominal variables in regression analysis.

METHOD VALIDATION AND
PROCESS CONTROL

Statistical analysis is integral to the validation of new laboratory methods
and to the monitoring of analytic and workflow processes in clinical labo-
ratories (Lott, 1998).

REFERENCE RANGES

The examples depicted in Figures 9-2, 9-3, 9-4, and 9-5 demonstrate some
of the issues encountered when reference ranges are established through
application of descriptive statistics. The basic aim is to establish a range of
values within which the majority of healthy people will fall, while excluding
individuals with disease. The simplest approach is to use the central 95%
of data points from healthy individuals by calculating mean + 2 SD when-
ever the distribution is normal or bell-shaped, as for WBC in Figure 9-2.
This parametric approach fails to provide a complete reference range when
the data are skewed as for ALT in Figure 9-3. In this case, the central 95%
can be determined nonparametrically by using the range 2.5-percentile to
97.5-percentile, which excludes 2.5% at both upper and lower ends. The
distribution of ALT actually appears to have two subpopulations in these
healthy people. Consequently, basing reference ranges solely on observed
ranges in apparently healthy persons might not be the best approach. In
fact, some new recommendations for ALT set the upper range much lower
than wide-based population studies would suggest. The new guidelines try
to eliminate persons who might have mild, asymptomatic liver changes
such as steatosis (Prati, 2002). This approach is similar to the strategy used
for setting desirable or healthy levels of cholesterol and lipid fractions
(National Cholesterol Education Program, 2002) and of glucose (Report
of the Expert Committee on the Diagnosis and Classification of Diabetes

Mellitus, 2003). In the future, recommendations from other consensus
groups or professional organizations will probably be even more useful in
setting desirable ranges for other analytes in place of population-based
reference ranges.

Finally, healthy subgroups of people should be recognized by separate
reference ranges whenever major differences occur according to factors
such as age or gender (see Fig. 9-5).

ACCURACY

The performance of a new method can be assessed for accuracy (e.g., the
ability to correctly detect and quantify an analyte) by assaying patient
specimens or interlaboratory survey materials with known values. The
example of a strong correlation between methods in Figure 9-6, 4, indi-
cates that the analyte reacts in a nearly one-to-one manner by each method
(slope = 1) with essentially no bias (intercept = 0). In contrast, the correla-
tion depicted in Figure 9-6, B, has a slope different from 1, indicating that
the analyte reacts differently with the two methods. One explanation for
this type of discrepancy is found when tumor markers are measured by
two immunoassays that employ different antibodies that potentially rec-
ognize different epitopes. A bias such as that shown by method C versus
method A in Figure 9-6, B, also suggests a basic methodologic difference
that has an impact on accuracy, albeit in a predictable way that could be
compensated for with calibration adjustment.

The accuracy of any assay depends heavily on the calibrators, that is,
how they are originally constituted, how they remain stable over time, and
how they compare with calibrators from other vendors (see Chapter 10).
The best situation is to have an assay calibrated against internationally
distributed standards such as from the World Health Organization or
other professional group. By using calibrators with such traceability and
standardized units of measurement, it is feasible to use values from
different assays interchangeably for the same patient, or to compare
outcomes in different groups of patients being monitored with different
methods.

After implementation of a method, periodic proficiency survey testing
of unknown specimens is usually reported in terms of SDIs away from the
mean of all laboratories. For example, if the mean of creatinine measure-
ments is 11 mg/dL for all participants with SD of 2 mg/dL, then a labora-
tory reporting a value of 8 mg/dL would have SDI = (8 — 11)/2 =-1.5.

PRECISION

The reproducibility of an assay is conveniently expressed with the CV
that allows the observed SD to be normalized by the magnitude of
the signal being measured. It should be kept in mind that assays typically
have different CVs for different ranges of analyte values. Therefore it is
good practice to establish CVs for an assay at high, low, and mid-range
values.

ANALYTIC SENSITIVITY

The lowest value that an assay can reliably detect is termed the analytic
sensitivity. A common approach to making this judgment is to measure a
zero standard multiple times (e.g., 10 times) and calculate the SD of the
signal detected, which is noise. Then set the lowest reliable detection
threshold at three or four times the value of the SD. This approach is often
individualized within laboratories. This characteristic is also termed the
detection limit. Another use of the term analytic sensitivity refers to the
change in response of an assay for a given change in the amount or con-
centration of the analyte (Giacomo, 1984). In this respect, a highly sensi-
tive assay has the characteristic of readily detecting small changes in
analyte at concentrations in the mid-range of measurement.

ANALYTIC SPECIFICITY

The major interferents in laboratory measurements are hemolysis, icterus,
and lipemia due either to interference with optical absorbances (or light
scattering) or to actual chemical interactions (e.g., peroxidase activity of
Hb in many immunoassays that use horseradish peroxidase as indicator).
Beyond these endogenous interferents, drugs can also interact with various
chemical or immunologic assays. The magnitude of these interactions (or
lack thereof) is typically documented by the addition of known, large
amounts of the substances to serum samples that are tested for recovery
of the analyte in the serum.
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ACCEPTABILITY OF A METHOD

The final decision of whether to accept a method as valid depends on a
combination of factors. Do the statistical tests show a new method to
perform analytically as it should with good accuracy and precision? Does
the new method provide useful medical information that is not otherwise
available? Is the method feasible to do (easy to perform, low cost, rapid)?
Does the maximum error fall within medically acceptable limits? The final
decision is a professional judgment based on all of these items.

RESOURCES FOR STATISTICAL
ANALYSIS

Calculation of descriptive statistics and performance of statistical tests are
now widely done using statistical software on computers. In the scientific
realm, a few software packages are particularly popular, although applica-
tions from other vendors are also available. One of the most popular in
the biomedical sciences is from the SAS (originally Statistical Analysis
System) Institute, Inc., in Cary, N.C. SAS also provides JMP Software that
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KEY POINTS

Quality control samples are assayed on a regular schedule to verify
that a laboratory procedure is performing correctly.

Interpretation of quality control results is based on acceptance criteria
that will identify bias, trend in bias, or imprecision that exceeds
expected method performance attributes.

In the event of an unacceptable quality control result, corrective
action is taken to fix the method problem, and all patient results
from the time of the previous acceptable quality control result
are repeated.

Because of commutability limitations, quality control samples should
not be used to verify that two methods, or two different lots of
reagents, produce the same results for patient samples.

Proficiency testing provides external evaluation that a laboratory is
using a method correctly and in conformance to the manufacturer’s
specifications.

The purpose of a clinical laboratory test is to evaluate the pathophysiologic
condition of an individual patient to assist with diagnosis and/or to monitor
therapy. To have value for clinical decision-making, an individual labora-
tory test result must have total error small enough to reflect the biological
condition being evaluated. The total error of a result is influenced by the
following:
¢ Biological/physiologic variability within an individual
* Preanalytic variability in sample collection, transportation, processing,
and storage

* Analytic variability in test performance
* Interfering substances such as drugs or metabolic components

Quality control (QC, also called statistical process control) is a process
to periodically examine a measurement procedure to verify that it is
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performing according to preestablished specifications. This chapter
addresses QC of an analytic measurement procedure using QC sample
materials intended to simulate clinical samples from patients. Such QC
sample materials are called surrogate samples. The QC samples are mea-
sured periodically in the same manner as clinical samples and their results
examined to ensure that the measurement procedure meets performance
requirements appropriate for patient care. Techniques for using results
from patient samples in the QC program are also included. This chapter
is organized as follows:

* Analytical accuracy and imprecision

¢ Calibration issues in quality control

® Overview of quality control procedures

Implementing quality control procedures

Reagent and calibrator lot changes

Using patient data in quality control procedures

Proficiency testing

Quality management

ANALYTIC ACCURACY (TRUENESS)
AND IMPRECISION

Figures 10-1 and 10-2 illustrate the meaning of accuracy (trueness) and
imprecision for a measurement. The relationship between the terms accu-
racy and trueness is clarified by following Figure 10-2. In Figure 10-1, the
horizontal axis represents the numeric value for an individual result, and
the vertical axis represents the number of repeated measurements with the
same value made on aliquots of a sample. The red line shows the dispersion
of results for repeated measurements of the same sample (e.g., a QC
sample), which is the random imprecision of the measurement. The impre-
cision frequently follows a Gaussian (normal) distribution and is described
by the standard deviation (SD). The SD is a measure of expected impreci-
sion in a result when the method is performing correctly. Note that results
near the average value (mean) occur more frequently than results farther
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Correct calibration has no systematic bias

Average value
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repeated measurements
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Systematic bias = 0

Imprecision (SD)

Figure 10-1 |llustration of results distribution showing expected imprecision for
repeated measurements of a quality control sample.
SD, Standard deviation.

Change in calibration causes systematic bias

Average value
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Distribution of
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the same sample
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~+—>» Systematic bias =

Imprecision (SD)

Figure 10-2 |llustration of systematic bias when a change in calibration has
occurred.
SD, Standard deviation.

away from the mean. A result that is 2 SD from the mean is expected to
occur 4.5% of the time (100%-95.4%) in a positive or a negative direction
from the mean value. Correct calibration of a method eliminates systematic
bias (within uncertainty limits), so the mean of repeated measurements of
a sample becomes the expected value for that sample when the method is
performing correctly.

Figure 10-2 illustrates that if the calibration changes for any reason, a
systematic bias is introduced into the results. The systematic bias is the
difference between the observed average value and the expected value for
a sample. Note that the imprecision of an incorrectly calibrated method is
the same as when correctly calibrated. All methods have an inherent impre-
cision. The primary purpose of measuring QC samples is to statistically
evaluate the measurement process to verify that the method continues to
perform within the specifications consistent with acceptable systematic
bias and imprecision. QC result acceptance criteria, discussed in a later
section, are based on the probability for an individual QC result to be
different from the variability in results expected when the method is per-
forming correctly.

The term accuracy is used for an individual result and is the combina-
tion of systematic bias and imprecision that occurred for that specific
measurement. An individual QC sample result can evaluate the combined
errors caused by systematic bias in calibration and imprecision of the
measurement procedure. The result for an individual patient sample can
also be influenced by interfering substances that may be present in that
sample. Total error for a patient sample measurement is the sum of sys-
tematic bias, imprecision, and sample specific bias caused by any interfer-
ing substances that may be present. Statistical QC does not evaluate
possible interfering substances that may affect results from patient samples.
However, the imprecision observed in QC results provides a measure of
the variability expected for individual patient results caused by the inherent
imprecision of the method.

The term trueness is used to refer to an average systematic bias that
may be present in a given method. Trueness is an attribute of a method
that reflects how correctly the calibration of that method is traceable to a
reference system and is discussed further in the next section.
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Figure 10-3 Calibration (1), and calibration verification (2) using method-specific
calibrators (or other method-specific calibration verification materials).

CALIBRATION ISSUES IN
QUALITY CONTROL

Calibration of the analytic measurement procedure is a key component in
achieving quality results. Figure 10-3 part 1 shows calibration of a method,
which establishes the relationship between the signal measured and the
quantitative value of analyte in the calibrator materials. This relationship
is used to convert the measurement signal from a patient sample into a
reportable concentration for the analyte. Specific techniques for calibra-
tion are unique to individual methods and will not be covered here.
However, some general principles for implementing calibration proce-
dures can contribute to the stability and clinical reliability of laboratory
results.

CALIBRATION AND VERIFICATION
OF CALIBRATION

Calibration of methods is most often performed by the laboratory using
calibrator materials provided by the method or instrument manufacturer.
In some cases (e.g., point-of-care devices), methods are calibrated during
the manufacturing process, and the laboratory performs a verification of
that calibration. In either situation, traceability of result accuracy to the
highest-order reference system is provided by the method manufacturer.
The method manufacturer’s calibrator material(s) and assigned target
value(s) are designed to produce accurate results with clinical patient
samples assayed using that particular manufacturer’s routine method. One
manufacturer’s product calibrator is not intended for use with other
methods, and laboratories should not use calibrator materials intended for
one method with any other method. Use of a calibrator with a method for
which it was not specifically intended can produce miscalibration and
erroneous patient results (see next section).

In principle, a measurement procedure should be calibrated only when
evidence indicates that the current calibration is no longer valid. A recali-
bration event may introduce a small change in the relationship between
analytic system response and sample concentration that contributes to
overall long-term variability in method performance. Evidence that a re-
calibration is needed could come from QC sample results that demonstrate
a shift or trend in bias over a time period. However, QC results are
expected to have random variability that may make identification of a trend
in bias difficult to detect. Consequently, it is common practice to recali-
brate methods on a time schedule that is established based on experience
with the sources of drift that are important for a given technology. In vitro
device (IVD) manufacturers frequently specify calibration intervals.

The U.S. Clinical Laboratory Improvement Act (CLIA) regulations,
section 493.1255, require calibration or calibration verification at least
every 6 months, or more frequently if recommended by the method
manufacturer (Department of Health and Human Services, 2003). When



no change in method performance parameters has occurred, it is accept-
able to verify that the current calibration has not changed (calibration
verification), rather than perform a recalibration.

Figure 10-3 part 2 shows that a method’s current calibration can be
verified not to have changed rather than performing a recalibration. One
common procedure to verify calibration is to assay the method calibrator
materials as “unknowns.” Recovery of target values for the calibrators
indicates that the measurement system calibration has not changed (i.e.,
the current calibration is verified to be correct), and there is no reason to
perform a recalibration to reestablish the same relationship between mea-
surement signal and calibrator concentration that is already in use. The
laboratory must establish criteria for agreement with the calibrator target
value for calibration verification. Conservative criteria for agreement, such
as £1 SD from the target value, should be considered to avoid misinter-
pretation of calibration status.

CALIBRATION TRACEABILITY TO A
REFERENCE SYSTEM AND COMMUTABILITY
CONSIDERATIONS

Whenever possible, calibration of routine methods should be traceable to
a higher-order reference measurement procedure or international refer-
ence material (Vesper, 2009). For commercially available methods cleared
by the U.S. Food and Drug Administration (FDA), the IVD manufacturer
provides product calibrators that have calibration traceable to the
applicable reference system for an analyte (measureand in international
terminology).

It is important to recognize that IVD manufacturer-provided calibra-
tors typically have matrix characteristics and target values that are intended
only for use with that specific method and cannot be used with any other
manufacturer’s methods. An IVD manufacturer can assign a target value
to a method-specific calibrator that corrects for any matrix-related bias
that may be present, so that results for clinical samples are correctly trace-
able to the reference system for an analyte. However, if such a method-
specific calibrator is used with a different method, its target value will
cause miscalibration, because it does not compensate for a different
matrix-related bias with that different method (i.e., the calibrator is not
commutable with clinical samples when used with a different method;
see later).

A clinical laboratory may wish to verify that a method’s calibration
conforms to a method manufacturer’s claim for traceability to the reference
system used for a given analyte. Some method manufacturers provide
calibration verification materials specifically intended for this purpose.
Such materials may be provided as method-specific QC materials. As for
method-specific calibrators, such method manufacturer—provided QC
materials typically have matrix characteristics and target values that are
intended only for use with the specific methods claimed in the instructions
for use and cannot be used with any other manufacturer’s methods. Such
method-specific calibration verification materials may have target values
that are specific for stated reagent lots, or may have values certified by the
manufacturer to be suitable for all reagent lots. IVD manufacturer—
supplied calibrators and calibration verification materials will not be com-
mutable with clinical patient samples when used with a different method
(see later).

National and international reference materials are available for some
analytes. In most cases, these reference materials are intended for use with
higher-order reference measurement procedures and may not be suitable
for use with routine clinical laboratory methods. Laboratories should not
use national or international reference materials to calibrate a routine
method (or to verify calibration of a routine method) unless the reference
material’s commutability with patient samples has been verified for the
specific routine method used by a laboratory. A commutable reference
material has the same numeric relationship between two or more methods
as is observed for a panel of clinical patient samples (Miller, 2006; CLSI,
2008; ISO, 2003). Consequently, a commutable reference material (or
calibrator) reacts in a measurement system to give a numeric result that
would be equivalent to that expected for a patient sample with the same
amount of analyte. Differences in matrix-related bias between a reference
material (or calibrator) and clinical patient samples cause a noncommut-
able relationship between the reference material (or calibrator) and the
patient samples.

A reference material’s certificate of analysis should be reviewed for
commutability documentation. If a reference material is commutable with
patient samples for a given method, it can be used for calibration or

verification of calibration traceability to the reference system. Otherwise,
its use for calibration or verification of calibration could cause the routine
method to be miscalibrated and could produce erroneous patient results
(Koch, 1988; Naito, 1993; Franzini, 1998; Thienpont, 2003; Miller, 2003,
2006). Most higher-order reference materials have not been evaluated for
commutability with patient samples measured using clinical laboratory
methods. If a reference material’s commutability status is unknown, it must
be assumed not to be commutable with patient samples.

Third-party QC materials (i.e., those provided by a manufacturer other
than the routine method’s manufacturer) are not suitable to verify calibra-
tion traceability. These materials are not validated for commutability with
clinical samples for different routine methods, and they do not have target
values that are traceable to higher-order reference measurement proce-
dures. Such QC materials are designed to be used as QC samples for
statistical process control, with target values and SD values assigned as
described later in the Implementing Quality Control Procedures section.
When third-party QC materials are used in an interlaboratory method
comparison program with method-specific peer group mean values, these
values can be used to confirm that a laboratory is using a specific method
in conformance with other users of the same method (see Proficiency
Testing section, later).

OVERVIEW OF QUALITY CONTROL
PROCEDURES

Statistical QC evaluates the measurement procedure by periodically assay-
ing QC materials for which the correct result is known in advance. If the
result for a QC material is within acceptable limits of the known value,
the measurement procedure is verified to be performing as expected, and
results for patient samples can be reported with good probability that they
are suitable for clinical use. If QC results are not within acceptable limits,
patient results are not reported and corrective action is necessary. Good
laboratory practice requires verification that a method is performing cor-
rectly at the time patient results are measured.

Figure 10-4 summarizes statistical QC and emphasizes its role as a
component of an integrated quality management system. The key elements
of statistical QC involve sampling the measurement system using QC
samples for which the expected result is known. If the QC results indicate
a stable measurement process (i.e., results are within acceptable limits,
consistent with expected method performance), then the patient results
have a high probability of being suitable for clinical use and can be reported.
If the QC results fail evaluation criteria, then the patient results may not
be reliable for clinical use. In the latter case, corrective action must be
taken to fix the analytic process; this is followed by repeat assay of patient
samples and QC samples to confirm that the defect was corrected.

Quality Management
System
Documents and records

Statistical Quality Control Organization

Personnel
Sample the Equipment
measurement Purchasing and inventory
| process Process control
- Preanalytical
Repeat - Analytical
patients * Calibration
* Maintenance
T * Quality control
. No Yes Report * PT/EQA
ngt?:r‘]';’e <— Stable? — patient - Postanalytical

Information management
Occurrence management
Assessment

Process improvement
Service and satisfaction
Facilities and safety

results

Figure 10-4 Overview of statistical quality control and its integration into a
quality management system. (Reprinted with permission from Miller WG, Nichols JH.
Quality control. In: Clarke WA, editor. Contemporary practice in clinical chemistry, 2nd
ed. Washington DC: AACC Press; 2010.)

EQA, External quality assessment; PT, proficiency testing.

121




10 QUALITY CONTROL

290 ~
] -
285 * +3 8D
- ] *
g’ 280 3 ROPRIR PO +2 SD
1S ] s * oo, . * : P 2AREN
E RIRNBARY < T, L0 g4
o 275 R XS Py ot W0 8 9 ¢ N M
(%) ] Tecva o LI AGEET I > ean
8 ] 0 CEE A X IR L RS
S ] DRSS SR w AL ey
3 270 L. AR R
265 i : = ~28b
h -38D
260 T T
Nov Dec Jan

Figure 10-5 Levey-Jennings plot of quality control (QC) results (N = 199) for a
single lot of QC material used for a 49-day period.
SD, Standard deviation.

Statistical QC is part of the analytic component of the overall quality
management system. The quality management system integrates good
laboratory practices to ensure correct results for patient care. Well-trained
and competent personnel are critical for all aspects of laboratory medicine,
including quality control. Written standard operating procedures (SOPs)
are required for all aspects of laboratory operation, including preanalytic,
analytic, and postanalytic components. For statistical process control, the
SOP should include all aspects of the program, including the selection of
QC materials, how frequently to sample the measurement process, how to
determine statistical parameters to describe method performance, criteria
for acceptability of QC results, corrective action when problems are identi-
fied, and documentation and review processes. The SOP should include
who is authorized to establish acceptable control limits and interpretive
rules for release of results, who should review performance parameters
including statistical quality control results, and who can authorize excep-
tions to or modify an established QC policy or procedure.

Figure 10-5 shows a Levey-Jennings (Levey, 1950), also called Shewhart
(Shewhart, 1931), plot, which is the most common presentation for evalu-
ating QC results. This format shows each QC result sequentially over time
and allows a quick visual assessment of method performance, including
trend detection. The mean value represents the target (or expected) value
for the result, and the SD lines represent the expected imprecision for the
method. Assuming a Gaussian (normal) distribution of imprecision, the
results are distributed as expected, with results scattered uniformly around
the mean, and with results observed more frequently closer to the mean
than near the extremes of the distribution. Note that a few results are
greater than 2 SD, and two results slightly exceed 3 SD, which is expected
on the basis of a Gaussian distribution of imprecision. For a large number
of repeated assays, the number of results expected within the SD intervals
is as follows:
® +1 SD = 68.3% of observations
¢ 12 SD =95.4% of observations
® +3 SD =99.7% of observations

Interpretation of an individual QC result is based on its probability to
be part of the expected distribution of results for the method when the
method is performing correctly. A later section provides details regarding
interpretive rules for evaluation of QC results.

IMPLEMENTING QUALITY CONTROL
PROCEDURES

SELECTION OF QC MATERIALS

Generally, two different concentrations are necessary for adequate statisti-
cal QC. For quantitative methods, QC materials should be selected to
provide analyte concentrations that monitor the analytic measurement
range of the method. In practice, laboratories are frequently limited by
concentrations available in commercial QC products. When possible, it is
important to confirm that method performance is stable near the limits of
the assay because defects may affect these concentrations before others.
Many quantitative assays have a linear response over the analytic measure-
ment range, and it is reasonable to assume that their performance over the
range is acceptable if the results near the assay limits are acceptable. In the
case of non-linear method response, it may be necessary to use additional
controls at intermediate concentrations. Critical concentrations for clinical
decisions (e.g., glucose, therapeutic drugs, thyroid-stimulating hormone,
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prostate-specific antigen, troponin) may also warrant QC monitoring.
In the case of analytes that have poor precision at low concentrations,
such as troponin or bilirubin, the concentration must be chosen to
provide adequate SD for practical evaluation. For procedures with
extraction or other pretreatment, controls must be used in the extraction
or pretreatment step.

This chapter is primarily focused on QC procedures for quantitative
methods. However, the principles can be adapted to most qualitative
procedures with allowances for the lack of numeric results. For tests based
on qualitative interpretation of quantitative measurements (e.g., drugs of
abuse, human chorionic gonadotropin), negative and positive controls
should be selected that have concentrations relatively near the threshold
to adequately control for discrimination between negative and positive.
For qualitative procedures with graded responses (e.g., dipstick urinalysis),
negative, positive, and graded response controls are required. For qualita-
tive tests based on other properties (e.g., electrophoretic procedures, stain
adequacy, immunofluorescence, organism identification), it is necessary to
ensure that the QC procedure will appropriately discriminate normal from
pathologic conditions.

The QC materials selected must be manufactured to provide a stable
product that can be used for an extended time period, preferably one or
more years for stable analytes. Use of a single lot for an extended period
allows reliable interpretive criteria to be established that will permit effi-
cient identification of an assay problem, avoid false alerts due to poorly
defined expected ranges for the QC results, and minimize limitations in
interpreting values following reagent and calibrator lot changes.

Limitations of QC Materials

Limitations are inherent in currently available QC materials. One limita-
tion is that the QC material is frequently noncommutable with clinical
patient samples. A commutable QC material (or other reference material
such as a method calibrator or proficiency testing [PT] material) is one
that reacts in a measurement system to give a result that would be equiva-
lent to that expected for an authentic patient sample with the same amount
of analyte. QC and PT materials are typically noncommutable with clinical
patient samples because the serum or other biological fluid matrix is
usually altered from that of a patient sample (Franzini, 1998; Cattazzo,
2001; Thienpont, 2003; Miller, 2003, 2005, 2008). The matrix alteration
is due to processing of the biological fluid during product manufacturing,
use of partially purified human and nonhuman analyte additives to achieve
desired concentrations, and various stabilization processes that alter pro-
teins, cells, and other components. The impact of the matrix alteration on
the recovery of an analyte in an assay system is not predictable and is
frequently different for different lots of QC material, for different lots of
reagent within a given analytic method, and for different analytic methods.
Because of the noncommutability limitation, special procedures are
required (discussed in later sections) when changing lots of reagent or
comparing QC results among two or more methods.

A second limitation of QC materials is deterioration of the analyte
during storage. Analyte stability during unopened storage is generally
excellent, but slow deterioration eventually limits the shelf life of a product
and can introduce a gradual drift into monitoring data. Analyte stability
after reconstitution, thawing, or vial opening can be an important source
of variability in QC results and can vary substantially among analytes in
the same vial. User variables to be controlled are the time spent at room
temperature and the time spent uncapped with the potential for evapora-
tion. An expiration time after opening is provided by the product manu-
facturer but may need to be established by a laboratory for each QC
material, and may be different for different analytes in the same control
product. For QC materials reconstituted by adding a diluent, vial-to-vial
variability can be minimized by standardizing the pipetting procedure (e.g.,
using the same pipet or filling device [preferably an automated device],
having the same person prepare the controls) whenever practical.

Another limitation is that analyte concentrations in multiconstituent
control materials may not be at levels optimal for all assays. This limitation
may be caused by solubility considerations or potential interactions
between different constituents, particularly at higher concentrations. It
may be necessary to use supplementary QC materials to adequately
monitor the analytic measurement range.

FREQUENCY TO ASSAY QC SAMPLES

The frequency to assay QC samples is a function of several parameters:
* Analytic stability of the method
* Risk of clinical action being taken before a significant error is detected



® Number of patient results produced in a period of time that may need
to be repeated when an error condition is identified

® Need to verify a method’s performance before recalibration or signifi-

cant maintenance alters the condition of the measurement system

Training and competency of the test operator, particularly for manual

or semiautomated methods

* Residual risk of failure of the measuring device

Stability of the Measurement System

The stability of the measurement system is a fundamental determinant of
how frequently a QC sample needs to be assayed. The more stable the
system, the less frequently a statistical QC evaluation needs to be per-
formed. Minimum laboratory practice, consistent with CLIA regulations,
section 493.1256 (Department of Health and Human Services, 2003), is
to assay controls at least once per 24 hours, or more frequently if specified
by the method manufacturer, or if the laboratory determines that more
frequent QC assays are necessary for the performance characteristics of a
method. Some types of tests have more stringent requirements. For
example, CLIA section 493.1267 requires that at least one control be
assayed every 8 hours (including both high and low concentrations over a
period of 24 hours) for blood gas measurements; in addition, a control
must be run with each patient sample unless the instrument automatically
calibrates at least every 30 minutes.

Risk of Harm to a Patient

The risk of clinical action being taken before a significant error is detected
is an important consideration for more frequent QC sampling than one
based strictly on method stability characteristics, or on regulatory minimum
requirements. More frequent QC sampling is appropriate to avoid the
situation of discovering a methodologic problem many hours after a physi-
cian has performed a clinical intervention based on an erroneous result.
For example, QC sampling performed on a 24-hour cycle might be per-
formed at 9 am. If QC results indicate a method problem, the erroneous
condition could have started at any time during the previous 24 hours. If
the problem had occurred at 3 pm the previous day, erroneous results
would have been reported for 18 hours.

The medical risk of harm to a patient from erroneous results must
be considered and the frequency of QC testing established to minimize
risk. From a practical perspective, the cost of a medical error, or
simply the cost of repeating questionable patient samples since the last
acceptable QC results, could be more expensive than a more frequent
QC sampling schedule that would detect an error condition in a more
timely manner.

CLSI has published a guideline addressing risk-based QC procedures.
The document provides guidance to clinical laboratories on how to develop
a QC plan based on evaluation of risk of harm to a patient and assessment
of the effectiveness of risk mitigation procedures using information from
the manufacturer and from other sources combined with the clinical
requirements of the local health care setting and conditions in the labora-
tory (CLSI, 2010).

In general terms, the laboratory director is responsible to ensure that
a result has a high probability to be correct at the time it is reported for
clinical use. To make this judgment, the laboratory director needs to
understand the risks that can cause a measurement technology to perform
incorrectly, needs to evaluate the effectiveness of built-in control processes
to mitigate those risks, and needs to ensure that adequate control proce-
dures are in place to confirm that a result is correct at the time it is
reported. A combination of built-in and external monitoring procedures
using surrogate QC samples can be utilized to ensure that all risks have
been appropriately mitigated and/or monitored at a frequency commen-
surate with the risk of malfunction and the risk of harm to a patient if an
incorrect result was reported.

Equivalent Quality Control

The phrase “equivalent quality control” was introduced in the Survey
Procedures and Interpretive Guidelines for Laboratories and Laboratory
Services (Appendix C, 2003) of the CLIA quality control requirements
(Department of Health and Human Services, 2003). “Equivalent quality
control” was intended to justify less frequent assay of surrogate QC
samples for measurement systems that utilized built-in control procedures
to monitor various aspects of the measurement process. The survey pro-
cedures and interpretive guidelines defined three conditions to qualify a
measurement system for less frequent assay of surrogate QC samples. No
scientific evidence supports the validity of the arbitrarily defined options,
and controversy surrounded their implementation (CLSI, 2005).

Some measurement systems have been designed with sophisticated
built-in control procedures to mitigate the risk that an erroneous result
may be produced. These control procedures have included electronic
sensors, as well as liquid solutions integrated with reagent packaging,
and measurement sensor devices with algorithms that prevent a result
from being produced if any monitored conditions fail to meet criteria.
Some of these measurement systems may be sufficiently stable and self-
monitored to justify reduced frequency of surrogate QC sample testing.
Because of the lack of scientific credibility for the three conditions
used by the CLIA Survey Procedures and Interpretive Guidelines for
Laboratories and Laboratory Services to qualify for reduced QC fre-
quency, laboratory directors should use the risk assessment approach
described in the CLSI (2010) document when evaluating the acceptability
of manufacturers’ claims.

QC Sample Assay Before Recalibration
or Maintenance

It is necessary to assay QC samples before scheduled recalibration or
maintenance. Each of these operations is intended to restore the measure-
ment conditions to optimal specifications and to correct for any calibration
drift or component deterioration that may have occurred. It is generally
required to assay QC samples after these operations to verify correct
method performance. It is also necessary to assay QC samples before these
operations to verify that no significant errors in results have occurred since
the last time QC samples were assayed, and before recalibration or main-
tenance alters the condition of the measurement system.

ESTABLISHING QC TARGET VALUE AND
SD THAT REPRESENT A STABLE
MEASUREMENT OPERATING CONDITION

QC target values and acceptable performance limits are established to
optimize the probability to detect a measurement defect that is large
enough to have an impact on clinical care, while minimizing the frequency
of “false alerts” due to statistical limitations of the criteria used to evaluate
QC results. The measurement system must be correctly calibrated and
operating within acceptable performance specifications before the statisti-
cal parameters to establish QC interpretive rules can be established. Some
sources of measurement variability are listed in Table 10-1. Measurement
variability includes sources with short time interval frequencies, many of
which can be described by Gaussian error distributions, and intermittent
and longer time interval sources, which can cause cyclic fluctuations over
several days or weeks, gradual drift over weeks or months, and more abrupt
small shifts in results. QC interpretive rules need to be established that
adequately account for all sources of variability in results that are consistent
with the measurement system performing to specifications.

A QC material must have a reliable target value that represents the
condition when systematic bias is as small as possible. This condition
requires the method to be calibrated correctly and adequate replicate
measurements to be obtained over a sufficient time interval to include the
typical sources of measurement variability that will ensure that a represen-
tative mean value is calculated from the data. This objective is rarely met
for longer-term variability components. The generally accepted minimum
protocol for target value assignment is to use the mean value from assaying
a QC material a minimum of 20 times, on 20 different days (CLSI, 2006).
If a 20-day protocol is not practical, provisional target values can be estab-
lished with fewer data but should be updated when additional replicate
results are available. When applicable, more than one method of calibra-
tion should be represented in the 20-day period to adequately include the
variability associated with the calibration process. If a QC material will be
used for longer than 1 day, a single vial should be stored correctly and
assayed on as many days as the material is planned to be used. This pro-
tocol will allow any variability caused by deterioration of the analyte to be
averaged into the target value.

Some QC materials are provided by the method manufacturer with
preassigned target values and ranges intended to confirm that the method
meets the manufacturer’s specifications. Such assigned values may be used
initially by the laboratory. It is recommended that both the target value
and the SD should be reevaluated and adjusted by the laboratory after
adequate replicate results have been obtained because the QC interpretive
rules used in a single laboratory should reflect performance for the method
in that laboratory. The acceptability limits (product insert ranges) sug-
gested by a manufacturer typically are based on data collected from several
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10 QUALITY CONTROL

TABLE 10-1

Common Sources of Measurement Variability

Source

Pipet volume Short
Instrument temperature control Short or long
Electronic noise in the measuring system Short
Calibration cycles Short to long
Reagent deterioration in storage Long
Reagent deterioration after opening Intermediate
Calibrator deterioration in storage Long
Calibrator deterioration after opening Intermediate
Control material deterioration in storage Long

Control material deterioration after opening

Environmental temperature and humidity Variable
Reagent lot changes Long
Calibrator lot changes Long
Instrument maintenance Variable
Deterioration of instrument components Variable

laboratories. These data will inevitably account for sources of variability,
such as between instruments, between reagent lots, and between calibrator
lots, that will be greater than the variability expected for a method used in
an individual laboratory. Use of product insert ranges that are too large
will reduce a laboratory’s ability to detect an erroneous measurement
condition.

QC materials with assigned target values are also available from third-
party manufacturers (i.e., manufacturers not affiliated with the method
manufacturer). Caution should be used with third-party QC materials
because the target values may have been assigned using inadequate statisti-
cal protocols. On the other hand, reliable peer group target values may be
obtained from an interlaboratory comparison program with large numbers
of laboratories using the same method.

Once a target value has been assigned to a QC material, a SD must be
assigned that represents the typical imprecision of the method when it is
performing according to its design specifications. SD is the conventional
way to express method variability, even though non-Gaussian components
of variability may influence QC results, because the statistical packages in
instrument and laboratory computer systems are designed for QC data
analysis that assumes only Gaussian uncertainty distribution. SD based on
data from the 20-day target value assignment, or a 30-day monthly
summary, has a large uncertainty (typically 30% for N = 20; CLSI, 2006)
and is very unlikely to include all sources of variability expected over a
longer time interval. It is recommended to determine the SD for stable
measurement performance from the cumulative SD over a 6- to 12-month
period for a single lot of QC material. This approach is likely to include
all expected sources of variation. (See an important limitation when deter-
mining a cumulative SD, described later in the section Verifying QC
Evaluation Parameters Following a Reagent Lot Change).

Figure 10-6 illustrates (with actual data for a glucose method) the
fluctuation in SD that occurs when calculated for monthly intervals com-
pared with the relatively stable value observed for the cumulative SD after
a period of 6 months. Note that the cumulative SD is not the average of
the monthly values but is the SD determined from all individual results
obtained over a time interval since the lot of QC material was first used.
Different sources of long-term variability occur at different times during
the use of a method. The monthly SD does not adequately reflect the
longer-term components of variability. However, the cumulative SD
includes contributions from all sources of variability. Consequently, the
cumulative SD will typically be larger than the monthly values, and will
better represent the actual variability of the method. If the imprecision
expected during normal stable operation is underestimated, the acceptable
range for QC results will be too small, and the false alert rate will be unac-
ceptably high. If imprecision for the stable condition is overestimated, the
acceptable range will be too large, and a significant measurement error
might go undetected.

It is important to include all valid QC results in the calculation of SD
to ensure that the SD correctly represents expected method variability. A
valid QC result is one that was, or would have been in the case of prelimi-
nary value assignment, used to verify acceptable assay performance and
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Figure 10-6 Cumulative standard deviation (SD) versus single monthly values
calculated from the data in Figure 10-8.

reporting of patient results. Only QC results that were, or would have
been, responsible for not releasing patient results should be deleted (with
documentation) from summary calculations. If inappropriate editing of
QC results occurs, the method SD may be inappropriately small, which
will produce inappropriately small evaluation limits and an increase in false
QC alerts with concomitant reduction in the effectiveness of statistical QC
evaluation.

When a method has been established in a laboratory, and a new lot
of QC material is being introduced, the target value for the new lot is
used along with the cumulative SD from the previous lot to establish
acceptable ranges for the new lot of QC material. This practice is appro-
priate because in most cases measurement imprecision is a property of
the method and equipment used and is unlikely to change with a different
lot of QC material. If target values for the old and new lots are substan-
tally different, a different imprecision may occur, and adjustment to the
SD may be necessary as additional experience with the new lot is
accumulated.

If a new method is introduced for which no historical performance
information is available, the SD for stable performance must be established
using data available from the method validation and target value assign-
ment of the QC materials. In this case, the initial SD and evaluation cri-
teria will need to be monitored closely and adjustments made as additional
experience allows measurement imprecision from all sources to be reflected
in the cumulative SD.



TABLE 10-2

Abbreviation Nomenclature for QC Evaluation Rules

Rule Meaning

Tas One observation exceeds 2 SD from the target value. Thel,s rule is not

Detects

Not recommended

recommended because it has an excessive false alert rate.

Tss One observation exceeds 3 SD from the target value. Imprecision or systematic bias
255 (25.55) Two sequential observations, or observations for two QC samples in the same run, Bias
exceed 2 SD (or 2.5 SD) from the target value in the same direction.
Rus Range between two observations in the same run exceeds 4 SD. Imprecision
10, or 10, Ten sequential observations for the same QC sample are on the same side of the Not recommended

target value (x or mean). The 10, rule is not recommended because it has an

excessive false alert rate.

815 (81.55) Eight sequential observations for the same QC sample exceed 1 SD (or 1.5 SD) Bias trend
in the same direction from the target value.

CUsuM Cumulative sum of SDI for a specified number of previous results. Bias trend

EWMA Exponentially weighted moving average for a specified number of previous results Bias trend

with newer results having more influence (weight).

CUSUM, Cumulative sum; EWMA, exponentially weighted moving averages; QC, quality control; SD, standard deviation; SDI, standard deviation interval.

ESTABLISHING RULES TO EVALUATE
QC RESULTS

The acceptable range and rules for interpretation of QC results are based
on the probability of detecting a significant analytic error condition with
an acceptably small false alert rate. The desired process control perfor-
mance characteristics must be established for each analyte before the
appropriate QC rules can be selected.

The conventional way to express QC interpretive rules is by using an
abbreviation nomenclature popularized among clinical laboratories by
Westgard (1981) and summarized in Table 10-2. Note that fractional
standard deviation intervals are permissible as in the 2, 55 example. Statisti-
cal procedures such as cumulative sum (CUSUM) or exponentially
weighted moving averages (EWMA) are preferred to monitor for bias
trends (Ryan, 1989). It is recommended to use one of these more advanced
trend monitoring procedures if supported by an available computer system
because they are more powerful than the 8,5 (or 8 55) approach for detect-
ing trends. EWMA and CUSUM must be carefully implemented to avoid
being too sensitive to small changes that may cause an excessive frequency
of false alerts.

Power function graphs were developed (Westgard, 1979) to express the
probability that a QC interpretive rule will detect an analytic error of a
given magnitude. Westgard’s statistical model assumed Gaussian (normal)
error distributions and, despite the fact that non-Gaussian error distribu-
tions exist in measurement systems, has provided useful guidelines for
selecting rules to interpret QC results. Other literature reports have
addressed rule selection criteria using other statistical models and assump-
tions regarding distribution of errors (Parvin, 1997; Parvin and Gronowski,
1997; Westgard, 1992; Linnet, 1989).

Figure 10-7 shows a power function graph that plots the probability to
detect a measurement error (y-axis), which is the probability that a result
will exceed a particular interpretive rule, versus a systematic bias of known
magnitude in a result (x-axis) with a fixed random imprecision of 1 SD.
The three lines in Figure 10-7 represent the probabilites of different
interpretive rules to detect systematic biases of various magnitudes. For
example, for the 1,5 rule, a result with a systematic bias of 1 SD (x-axis)
has a 0.35 (35%) probability (y-axis) of violating the rule (i.e., of having a
result >2 SD from the target value). Note that this figure shows only
systematic bias as SD on the x-axis, and a result with 1 SD systematic bias
will also have imprecision that causes the 1,5 rule to be exceeded. Thus, a
1,5 interpretive rule has a 35% probability to detect a systematic error that
is 1 SD in magnitude. Similar graphs can be created for other interpretive
rules for both systematic bias and imprecision error conditions.

Note in Figure 10-7 that none of these interpretive rules has a 100%
probability to detect a systematic bias until the error becomes relatively
large. The 1,5 rule has a good probability of detecting errors (e.g. almost
90% probability of detecting a 2.5 SD bias) but has a high false alert rate
as indicated by the y-intercept (note arrow showing that because of impre-
cision, the probability of indicating an error condition for zero bias is
10%). Because of this high false alert rate, it is not recommended to use
a l,s rule. The 155 rule has a low false alert rate, but a lower probability to
detect an error (e.g., a 55% probability to detect a 2.5 SD bias). It

Probability of detecting error

O T T T
0 1 2 3 4

Systematic error (multiples of SD)

Figure 10-7 Power function graphs for the ability of different quality control
interpretive rules to detect systematic error using two controls. Systematic error is
expressed as number of standard deviations (SDs) from the target value. (Adapted
from Westgard O, Smith FA, Mountain PJ, Boss S. Design and assessment of average
of normals [AON] patient data algorithms to maximize run lengths for automatic process
control. Clin Chem 1996,;42:1683-1688, used with permission.)

is recommended to improve the efficiency of QC interpretive rules by
combining two or more rules and applying them simultaneously as multi-
rule criteria. For example, the 155/2,5 multi-rule identifies an error condi-
tion if one control exceeds £3 SD from the target value, or if two controls
exceed £2 SD in the same direction from the target value. In Figure 10-7,
the 15¢/2,5 multi-rule has a low false alert rate similar to the 155 rule, but
improved probability to detect an error (e.g., a 65% probability to detect
a 2.5 SD bias and a 90% probability to detect a 3.2 SD bias). In this muld-
rule example, the 155 component is sensitive to imprecision or large sys-
tematic bias, while the 2,5 component is sensitive to systematic bias.

A challenge in selecting interpretive rules for QC results is that the
different sources of variation listed in Table 10-1 occur in most contem-
porary automated assay systems and introduce longer-term cyclic and step
fluctuations in performance. These types of variability are not adequately
described by Gaussian models for rules selection. Consequently, data
acquired over a significant time period are necessary to determine an
appropriately representative SD that represents typical variability when the
method is stable and performing correctly. A representative SD is needed
because essentially all commercially available QC computer systems use
SD-based rules with an assumption of Gaussian error distributions. Labo-
ratorians need to derive an SD that can be used in available computer
algorithms and that reflects longer-term non-Gaussian contributions to
imprecision. At certain periods of time, the short-term SD will be notice-
ably smaller than the long-term cumulative value (see Fig. 10-6). One must
avoid concluding that the SD used for evaluation is too large because over
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Reagent lot No method Reagent lot
change 1

changes  change 2
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Figure 10-8 Levey-Jennings plot of quality control (QC) results (N = 1232) for a
single lot of QC material used over a 10-month period. (Reprinted with permission
from Miller WG, Nichols JH. Quality control. In: Clarke WA, editor. Contemporary practice
in clinical chemistry, 2nd ed. Washington DC: AACC Press; 2010.)

SD, Standard deviation.

TABLE 10-3

Empirical Multi-rule for the QC Data in

Multi-rule components Type of variability detected

il5s Imprecision or bias
2555 Bias

Rus Imprecision

8155 Bias trend

QC, Quality control.

time the cumulative value will be more consistent with method perfor-
mance, as periodic sources of variability are encountered.

Figure 10-8 shows how non-Gaussian error sources influenced results
for a single lot of QC material used over a 10-month period for an auto-
mated glucose method. The glucose method stability and performance
over the 10 months were considered acceptable for clinical use. Data for
the first 49 days are the same as in Figure 10-5 and represent the initial
experience with this lot of QC material. Examination of these data shows
several fluctuations that cannot be described by a Gaussian statistical
model. The first reagent lot change caused a step shift to higher values.
The second reagent lot change had no effect on QC results. Between
March and April, a transition to lower values occurred that did not cor-
respond to any maintenance, reagent lot change, or calibration events.
Throughout the 10-month period, intervals of several weeks’ duration
occurred when the imprecision was better or worse than at other time
periods (also see Fig. 10-6 calculated from the same data).

In practice, empirical judgment is frequently used to establish accep-
tance criteria (rules) to evaluate QC results based on data acquired over a
long enough time to adequately quantify the expected variability when a
method is working correctly. It is not recommended to select QC rules
based only on Gaussian models of imprecision because the rules will not
correctly accommodate all the types of variability observed for many ana-
lytic systems.

Table 10-3 gives an example of an empirically developed multi-rule
based on the data in Figure 10-8. This multi-rule had 0.6% false alerts
when applied to the data in Figure 10-8, using the mean from the
November—January (Fig. 10-4) period as the target value and the SD for
the 10-month period to represent overall imprecision. If a 2,5 rule had
been used instead of a 2,55 rule, the false alert rate would have increased
by 1.2%, but the rule would detect slightly smaller biases. An 8, s rule was
used to provide detection of bias trends because it had a 0% false alert rate
(compared with 0.5% for an 8;5 rule) and was adequate to detect a develop-
ing trend before it became clinically important because the SD was small,
4.0 mg/dL, at a concentration of 274 mg/dL. At other clinical concentra-
tion ranges, or for other analytes, an 8,5 or 6, 55 rule may be more appro-
priate. A 10, rule was not used because it would have increased the false
alert rate by 10.6%. Many contemporary analyzers are very stable and may
produce QC results with a small standard deviation interval (SDI) on one
side of the target value for extended periods of time. Consequently, a 10,
rule generally is not recommended, as this condition does not infer a
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Figure 10-9 Generalized troubleshooting sequence following an unacceptable
quality control result. (Reprinted with permission from Miller WG, Nichols JH. Quality
control. In: Clarke WA, editor. Contemporary practice in clinical chemistry, 2nd ed.
Washington DC: AACC Press; 2010.)

problem with clinical interpretation of patient results when the magnitude
of the difference is small.

Whatever statistical approach is used, the balance between false alerts
and the probability of detecting an error is improved when multiple rules
are used in combination. When establishing rules to interpret QC results,
it is important to remember that statistical process control can only verify
that a measurement system is producing results that conform to the
expected variability when the system is properly calibrated and in a stable
operating condition. QC rules are chosen to detect changes in calibration
and changes in imprecision that are significant enough to require correc-
tion before patient results are reported. Periodic measurement of QC
samples does not identify random events (e.g., a temporary clot in a sample
pipet, a random reagent pipet error) that do not persist until the next QC
sample is measured.

It may be determined in the process of reviewing statistical parameters
for QC data that a method’s variability is too great to meet medical
requirements. If the method is performing in a stable condition, the
observed variability is an inherent limitation of the technology. In this case,
the only solution is to improve the method or to use a different method.
If the method performance cannot be improved and a better method is not
available, the laboratory must accept the method limitations and commu-
nicate them to patient care providers. It is important in this circumstance
not to make the QC limits or interpretive rules artificially stringent. This
incorrect approach will notimprove method performance, but will increase
the QC false alert rate and will decrease the efficiency and practicality of
the statistical QC process.

CORRECTIVE ACTION WHEN A QC RESULT
INDICATES A MEASUREMENT PROBLEM

A QC alert occurs when a QC result fails an evaluation rule, which indi-
cates that an analytic problem may exist. A QC alert means there is a high
probability that the assay is producing results unreliable for patient care.
When this condition occurs, it is necessary to take corrective action to
investigate the cause of the QC alert. Figure 10-9 presents a generalized
troubleshooting sequence. Repeating the QC measurement on the same
QC sample is not recommended because, with properly designed control
rules, it is more likely that a measurement system problem exists, than the
QC result was a statistical outlier. However, QC materials can deteriorate
after opening caused by improper handling and storage or because of
unstable analytes. Thus, repeating the measurement on a new sample of
the QC material is a useful step to determine if the alert was caused by
deteriorated QC material rather than by a method problem. In this situa-
tion, if the result for the new QC sample is acceptable, testing of patient
samples can resume. One caution, if the repeat result is near acceptability
limits, is to consider that the repeat and original results may be essentially



TABLE 10-4

Example for Selected Chemistry Analytes of Empirical Criteria
for Patient Test Result Agreement Between Repeated Assays;

and for Agreement Among Results for a Single Patient Sample
Measured on Multiple Instruments

Acceptance criteria

Analyte (difference between results)
Albumin 0.4 g/dL

ALP 10 U/L or 10%*
ALT 10 U/L or 10%*
Amylase 15 U/L or 10%
AST 10 U/L or 10%*
Bilirubin, total 0.3 or 10%*
Calcium, total 0.5 mg/dL
Chloride 4 mmol/L
Cholesterol 5%

CK 10 U/L or 10%
CO, 4 mmol/L
Creatinine 0.2 mg/dL or 10%*
GGT 10 U/L or 10%
Glucose 6 mg/dL or 5%*
Iron 10 pg/dL or 10%
Lactate 0.32 mmol/L

LD 10 U/L or 10%
Lipase 10 U/L or 10%
Magnesium 0.3 mg/dL
Phosphorus 0.4 mg/dL
Potassium 0.3 mmol/L
Protein, total 0.4 g/dL

Sodium 4 mmol/L
Triglycerides 10%

Urea nitrogen (BUN) 3 mg/dL or 10%*
Uric acid 0.4 mg/dL

ALP, Alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotrans-
ferase; BUN, blood urea nitrogen; CK, creatine kinase; CO,, carbon dioxide; GGT,
v-glutamyl transferase; LD, lactate dehydrogenase.

*Whichever is greater.

of the same magnitude. In this situation, the probability is fairly high that
a measurement problem exists, and this possibility should be investigated.
In addition, current and preceding QC results should be examined for a
trend in bias that indicates a measurement issue that needs to be corrected.
These precautions in evaluating repeat results for a new QC sample can
be challenging or impossible for automated evaluation by computer
systems, thus requiring the laboratory technologist to be vigilant in review-
ing results.

When repeat testing of a new QC sample does not resolve the alert
situation, the instrument and reagents should be inspected for component
deterioration, mechanical problems, etc. In many cases, it will be necessary
to recalibrate (or verify calibration). When the problem is identified and
corrected, QC samples should be assayed to verify the correction, and all
patient samples since the time of the last acceptable QC results should be
reassayed. The laboratory director must establish acceptable criteria to
determine if the repeat results agree adequately to permit reporting of
original results without issuing a corrected report. Otherwise, corrected
results must be reported. As an example, Table 10-4 lists empirical criteria
used in the author’s laboratory for this purpose. The criteria for accept-
ability of repeated tests are based on method characteristics, population
served, and clinical requirements of the medical services.

In some cases, sample volume may not be adequate (quantity not suf-
ficient [QNS]) for repeat testing. In these situations, no results can be
reported unless it is documented that the impact of the method defect on
the original results was small enough to have minimal effect on clinical
interpretation. A protocol to evaluate the clinical impact of the methodo-
logic problem is to repeat those samples that have adequate volume. The
repeated samples must represent the concentration range of the QNS
samples, must represent the time span since the previous acceptable QC
results, and should include a substantial proportion of the total samples
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Figure 10-10 Levey-Jennings plot showing impact of a reagent lot change on
matrix bias with quality control (QC) samples. (Reprinted with permission from Miller
WG, Nichols JH. Quality control. In: Clarke WA, editor. Contemporary practice in clinical
chemistry, 2nd ed. Washington DC: AACC Press; 2010.)

originally assayed while the method was in the unacceptable condition. If
the repeat results for this sample group are within established criteria for
repeat testing of patient samples, the original results for the QNS samples
can be reported. Otherwise, the original results for the QNS samples are
considered erroneous; no results can be reported, and the original results
already reported need to be corrected to a “no result” condition.

VERIFYING QC EVALUATION
PARAMETERS FOLLOWING A REAGENT
LoT CHANGE

Changing reagent lots can have an unexpected impact on QC results.
Careful reagent lot crossover evaluation of QC target values is necessary.
Because the matrix-related interaction between a QC material and a
reagent can change with a different reagent lot, QC results may not be a
reliable indicator of a method’s performance for patient samples following
a reagent lot change. In the example in Figure 10-10, QC values for the
high concentration control shifted following the change to a new lot of
reagents, but there was no change in results for the low control. A com-
parison of results for a panel of patient samples assayed using the new and
old reagent lots, as shown in Figure 10-11, verified that patient results
were the same when either lot of reagents was used. Patient results spanned
the analytic measurement range and had nearly identical values, as indi-
cated by the slope of 1.00 and the small intercept of —3 mg/dL. Conse-
quently, the change in QC values for the high concentration material was
due to a difference in matrix-related bias between the QC material and
each of the reagent lots.

It is well documented that QC materials and PT materials, both of
which are prepared similarly, have unpredictable matrix interactions when
different methods and different reagent lots are used with the same method
(Franzini, 1998; Cattazzo, 2001; Thienpont, 2003; Miller, 2003, 2005,
2008, 2011; Waymack, 1993). For this reason, it is necessary to use clinical
patient samples to verify the consistency of results between old and new
lots of reagents.

Figure 10-12 presents a procedure to verify or adjust QC material
target values following a reagent lot change. The first step is to verify that
calibration of the new reagent lot produces results for a group of patient
samples that are consistent with results from the previous lot. The patient
sample results, not the QC results, provide the basis for verifying that the
method calibration is consistent with that of the previous reagent lot. If a
problem is identified, the calibration of the new reagent lot must be inves-
tigated and corrected, or the new reagent lot may be defective and should
not be used. When evaluating the patient results, keep in mind that the
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Figure 10-11 Deming regression analysis of results from a patient sample com-
parison between the same old and new lots of reagent shown in Figure 10-10 for
quality control samples.
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Figure 10-12 Process for assessment of potential matrix impact on quality control
(QC) samples following a reagent lot change.
SD, Standard deviation.

calibration of the old reagent lot may have drifted and should be verified
before concluding that the new reagent lot calibration is not correct.
There are no well established guidelines regarding the number of
patient samples to use in this type of comparison when reagent lots are
changed. It is recommended to select a group of patient samples that span
the analytic measurement range to verify comparable results. A minimum
of five samples is reasonable to cover the analytic measurement range.
CLSI document C54, “Verification of Comparability of Patient Results
Within One Healthcare System,” includes a section on reagent lot changes
and provides a statistical approach suitable for small sample sizes. Deming
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regression analysis (Cornbleet, 1979; Linnet, 1993) can be used with 10
or more patient samples and provides a more robust approach that allows
assessment of average performance over the range of concentrations rep-
resented by the patient samples.

There are no well established clinical acceptance criteria for agreement
between results; consequently, the laboratory must establish acceptance
criteria consistent with the relatively small number of samples used, the
analytic capability of a method, and the clinical requirements for interpret-
ing results. As an example, empirical acceptance criteria used in the author’s
laboratory for assessment of individual results when five samples are used
are provided in Table 10-4.

Once the results for patients are acceptable, the second step in Figure
10-12 evaluates results for each QC material to determine if its target value
is correct for use with the new lot of reagent(s). If the target value has
changed, it must be adjusted to correct for the change in matrix-related
bias between old and new lots of reagent(s). This adjustment keeps the
expected variability centered around the QC target value, so that QC
interpretive rules will remain valid. Failure to make a target value adjust-
ment will introduce an artifactual bias in subsequent QC results, causing
an increased false alert rate. The SD used to evaluate QC results will not
typically change when a new lot of reagent(s) is put into service. The SD
represents expected variability when the method is stable and is performing
according to specifications. In most cases, the variability of a method will
be the same with any lot of reagent(s). However, occasional exceptions may
occur, for example, if the new reagent lot is a reformulation, it may be
necessary to adjust the SD after additional numbers of QC results are
accumulated with the new reagent lot. A reagent lot verification typically
is performed on a single day and will likely provide only a few QC results
from which to evaluate if the target value has changed. Consequently, it is
necessary to carefully monitor QC results as more data are acquired using
the new reagent lot and, if needed, to further refine the new target value.

Note that a matrix-related bias can cause the numeric values for the QC
results to shift, and this shift is an artifact of the interaction between the QC
material and the reagent, not a property of the measurement system. The
shift may cause an artifactual increase in the cumulative SD such that the
cumulative SD may be larger than the inherent measurement variability. It
is recommended to use cumulative SD from one or more single reagent lots
when determining the SD to use for interpreting QC rules.

VERIFYING METHOD PERFORMANCE
FOLLOWING USE OF A NEW LOT OF
METHOD CALIBRATOR

When a new lot of calibrator is used, with no change in reagents, there is
no change in matrix interaction between the QC material and the reagents.
In this situation, QC results provide a reliable indication of calibration
status with the new lot of calibrator. If the QC results indicate a bias fol-
lowing use of a new lot of calibrator, the calibration has changed and needs
to be corrected to ensure consistent results for patient samples.

Some methods are packaged as kits that include reagents, calibrators,
and QC materials. In this case, QC results could fail to identify a calibra-
tion shift when a new kit lot is used, and it is necessary to assay clinical
patient samples with the old and new kit lots to verify consistency of
patient results. When possible, it is recommended to use QC materials
that are independent of the kit lot, and to avoid changing lots of QC mate-
rial at the same time as changing lots of reagent or calibrators. Assaying
patient samples always provides a reliable approach to verify the consis-
tency of results following changes in lots of reagents or calibrators.

USING PATIENT DATA IN QUALITY
CONTROL PROCEDURES

Results from patient samples are used in four principal ways to support

the QC processes in a laboratory.
* To verify consistency of patient results when changing lots of reagent
or calibrators for a method (discussed in the previous section)

¢ To identify inconsistent results using a delta check with a previous result
for a patient

* To verify consistency of patient results when an analyte is measured
using more than one instrument or method in a health care system

¢ To verify method performance using results from patient samples in a
statistical QC scheme



TABLE 10-5

Example Delta Check Criteria Intended to Identify Samples
That Are Potentially Mislabeled or Contaminated With IV

Fluids Due to Incorrect Collection

Test Delta criteria

Sodium 5% change within previous 48 hours

Urea nitrogen 60% change within previous 48 hours
Creatinine 50% change within previous 48 hours
Calcium 25% change within previous 48 hours
Osmolality 5% change within previous 48 hours
Patient sample aliquots
I
Secondary Primary
method method
I l I
Adjust Same Report
calibration res’;JIts results

Figure 10-13 Process used to evaluate agreement between methods and to
adjust calibration, if necessary, to achieve equivalent results from different methods.

DELTA CHECK WITH A PREVIOUS RESULT
FOR A PATIENT

Some types of laboratory errors can be identified by comparing a patient’s
current test result against a previous result for the same analyte. This
comparison is called a “delta check.” The previous result is taken from a
specified time interval in the past during which the result is not likely to
have changed physiologically. This limitation restricts the analytes that can
be effectively monitored with a delta check. Delta checks can detect analytic
errors; however, their main purpose is to detect mislabeled samples and
samples altered by dilution with IV fluid. Consequently, an effective delta
check process can be established using a limited number of analytes. The
difference between results that causes a delta check alert must be suffi-
ciently large to avoid excessive numbers of false alerts and adequate to allow
identification of samples that may be compromised and require follow-up
investigation. Table 10-5 shows, as an example, the delta check parameters
for automated chemistry used in the author’s laboratory. Kazmierczak
(2003) has reviewed and presented recommendations for using delta check
and other patient data—based quality control procedures.

VERIFY CONSISTENCY OF RESULTS
BETWEEN MORE THAN ONE INSTRUMENT
OR METHOD

Another common use of patient results in a QC process is to verify con-
sistency of patient results when an analyte is measured by using more than
one instrument or method within the same health delivery system. Good
laboratory medicine requires that multiple instruments or methods for the
same analyte be calibrated to produce the same results for patient samples
whenever possible. It may be necessary to modify the calibration settings
of one measurement system to match another system’s results. This strat-
egy allows a common reference interval to be used, provides continuity in
results between different laboratory testing locations, and avoids clinical
confusion regarding interpretation of laboratory results. CLIA regulations,
section 493.1281, require that the relationship between test results from
different methods or from multiple locations should be evaluated at least
twice a year (Department of Health and Human Services, 2003).

As illustrated in Figure 10-13, clinical patient sample aliquots are mea-
sured using each of two or more methods (or analyzers) to evaluate and if

necessary adjust the calibration as needed to achieve agreement in results
for patient samples. Such an analysis design is called a “round robin.” One
method/analyzer may be chosen to represent the primary method to which
others will be adjusted to achieve equivalent results. The primary method
should be chosen based on quality and reliability of results with consider-
ation of its calibration traceability to national or international standards,
its performance stability, its specificity for the analyte, and its susceptibility
to interfering substances. An alternate approach is to evaluate each method
for agreement with the mean of all methods and to adjust the calibration
of any methods/analyzers as necessary to produce equivalent results among
the group. When like analyzers in a group are compared, if results for one
analyzer are different from results for the others, that analyzer’s calibration
is adjusted to conform to that of the group.

As mentioned previously, for evaluating consistency following reagent
lot changes, there are no well established guidelines regarding the number
of samples to use for a round robin exchange. The laboratory needs to
establish the frequency of evaluation and the number of samples based on
the stability of the methods, the frequency of reagent and calibrator lot
changes, and the clinical requirements of the health delivery system.
Common practices include a round robin exchange of one or more indi-
vidual patient samples, or a pool prepared from several samples, on a
weekly basis for high volume methods; or on a monthly or quarterly basis
for lower volume or very stable methods; or the regulatory minimum of
every 6 months. For frequent comparisons with one or two samples, con-
centrations should be chosen to evaluate the analytic measurement range
over a period of several examinations. For less frequent comparisons, a
larger number of samples is recommended to cover the analytic measure-
ment range. When establishing interpretation criteria, the laboratory
needs to consider the limited statistical power for the number of results
available. CLSI document C54, “Verification of Comparability of Patient
Results Within One Healthcare System,” provides a statistical approach
suitable for using 1-5 samples in a comparison.

Table 10-4 provides, as an example, empirical criteria used in the
author’s laboratory for evaluation of agreement among results for a single
patient sample assayed weekly among multiple analyzers. These criteria
were established based on the expected imprecision of the methods used
and the clinical impact of discrepant results. To allow for the limitations
of a single measurement of a single sample in a comparison, a result outside
a criterion is typically not acted on unless the magnitude of a difference
is much larger than the criterion, or the situation persists for 2 or
more weeks.

It is recommended to use patient samples to verify agreement between
multiple methods or analyzers. Results for QC materials should not be
used for the purpose of verifying consistency of results for patient samples
assayed using different methods or analyzers. As discussed in an earlier
section, QC materials are not validated to be commutable with patient
samples between different methods. Even when more than one method/
analyzer from the same manufacturer is used, differences may be seen in
the measured value for QC materials between different reagent lots. In
principle, if more than one of the same model analyzer with the same
reagent lots are used, all should have the same results for the same lot of
QC material. In practice, differences in measurement details between dif-
ferent analyzers cause small differences in QC results. The acceptance
criteria can be set to allow for such differences. However, more reliable
conclusions will be drawn when patient samples are used to evaluate agree-
ment among different analyzers.

USING PATIENT DATA FOR STATISTICAL
QUALITY CONTROL

Patient results can be used in a statistical QC process to monitor method
performance. For a sufficiently large number of results, the mean (or
preferably median) value may be sufficiently stable to be used as an indica-
tor of method consistency over time. This approach can be used on a
periodic basis by extracting data for a specified time period (e.g., 1 month),
calculating the mean and SD for the distribution of results, and comparing
one time period versus another to determine whether any changes have
occurred. This type of periodic evaluation can identify changes in calibra-
tion stability or in overall imprecision for a method. The mean and SD
can also be compared for consistency between multiple methods for the
same analyte.

Patient populations for sampling must be selected with consideration
of the physiologic homogeneity of results. Important considerations
include parameters likely to influence the reference interval, such as disease
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Figure 10-14 Histograms for distribution of sequential patient results for albumin
from a student health outpatient clinic and a hospital general medicine inpatient
unit.

status, pediatric versus adult, gender, and ethnic differences. Figure 10-14
shows an example of the potential impact of a nonhomogeneous sample
of patients on distribution of albumin results for hospital general medicine
inpatients compared with a student health outpatient clinic. The histo-
grams are very different because the two patient groups differ in severity
of disease, and in recumbent versus supine position for blood collection,
which influences vascular water volume and the concentration of albumin.

Automated approaches to determine the mean (or median) for groups
of sequential patient results used as a continuous process control parameter
have been described. These methods are called “average of normals”
(AON) or “moving average” techniques and are suitable for use in higher
volume assays in chemistry and hematology (Westgard, 1996; Smith, 1996;
Cembrowski, 1984; Ye, 2000; Kazmierczak, 2003). In general, these
approaches evaluate sequential patient results over time intervals such as
several hours to 1 or more days. For some analytes, patients may need to
be partitioned to obtain subgroups whose results are expected to be homo-
geneous. Consideration of influences for partitioning includes age, gender,
ethnicity, and disease conditions. Some approaches have arbitrarily
trimmed abnormal results in an attempt to restrict results to more normal
health conditions. Trimming approaches must be used with caution as
excessive trimming will create an artificial subset of results that may not
reflect a method’s calibration condition.

The mean, median, or other statistical parameter for a group of results
is tracked over time intervals to monitor method performance. Statistical
procedures such as cumulative sum or exponentially weighted moving
average are used to monitor trends in method calibration status. These
approaches can be useful for supplementing traditional QC sampling tech-
niques to monitor a method’s calibration stability and to monitor calibra-
tion uniformity between multiple methods in higher volume settings.
However, patient-based monitoring procedures have not been widely
adopted because of lack of consensus guidelines for their use, and lack of
computer support from instrument manufacturers and laboratory informa-
tion system vendors.

PROFICIENCY TESTING

Proficiency testing (or external quality assessment) consists of evaluation
of method performance by comparison of results versus those of other
laboratories for the same set of samples. PT providers circulate a set of
samples among a group of laboratories. Each laboratory includes the PT
samples along with patient samples in the usual assay process. Results for
the PT samples are reported to the PT provider for evaluation. PT allows
a laboratory to verify that its results are consistent with those of other
laboratories using the same or similar methods for an analyte, and to verify
that it is using a method in conformance with the manufacturer’s
specifications.

PT is not available for some analytes because a particular test may be
new to the clinical laboratory or is not commonly performed, or because
analyte stability makes it difficult to include in PT material. In these situ-
ations, the laboratory should use an alternate approach to periodically
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Figure 10-15 Example of noncommutable results between proficiency testing
materials and pooled patient samples for a specific method. (Adapted from Naito
HK, Kwak YS, Hartfiel JL, et al. Matrix effects on proficiency testing materials: impact on
accuracy of cholesterol measurement in laboratories in the nation’s largest hospital
system. Arch Pathol Lab Med 1993;117:345-351, used with permission.)

verify acceptable performance of the method. CLSI has published a guide-
line document that provides several approaches for verifying method per-
formance when formal PT is not available (CLSI, 2008).

QC material manufacturers may provide a data analysis service that
uses peer groups for each method and calculates group statistics for per-
formance evaluation. As with PT evaluation, this type of interlaboratory
QC data analysis allows a laboratory to verify that it is producing QC
results that are consistent with those of other laboratories using the same
method.

NONCOMMUTABILITY OF PT MATERIALS
AND PEER GROUP GRADING

It is a common practice for PT providers to organize results into “peer
groups” of methods that represent similar technology expected to have the
same result for a PT sample. The mean value of the peer group results is
the target value. Peer group evaluation is used for PT because the materials
typically used as PT samples are not commutable with native patient
samples. As discussed earlier, matrix-related bias is unique to each combina-
tion of method and QC or PT material and can be quantitatively different
for different method/material combinations for the same analyte. Several
investigations have reported >50% incidence of noncommutable materials
for many different analytes (Ross, 1998; Miller, 1993, 2003, 2005, 2008).

Figure 10-15 illustrates the effects of noncommutable materials on
interpretation of PT results and demonstrates why “peer group” evaluation
is used. In this example, pooled patient sera and PT samples were assayed
by the duPont Dimension Analyzer (duPont, Wilmington, Del.) and by
the Abell-Kendall reference method for cholesterol (Naito, 1993). The
Abell-Kendall method is known to be unaffected by matrix-induced
changes in PT samples (Ellerbe, 1990). The patient samples showed excel-
lent agreement between the two methods (average bias = 0.2%). However,
the PT samples had a large negative bias (-9.5%) between methods, caused
by a matrix-related bias with the duPont method that was not present with
the reference method (Kroll, 1990).

In this example, the routine method was correctly calibrated and pro-
duced results for patient samples that were traceable to the reference
method. However, PT results gave an incorrect impression of the method’s
calibration relationship to the reference method. If the routine method’s
calibration had been erroneously adjusted on the basis of PT results, the
results for patient samples would then be incorrect. PT results were useful
for evaluating the performance of all laboratories using the duPont
method, because the matrix-related bias was uniform within this peer



Proficiency Testing Participant Evaluation Report
Shipment date: 10/13/2003
Evaluation date: 11/21/2003

Test LIMITS OF
units Reported N ACCEPTABILITY
method Specimen result Mean SD labs SDI Lower Upper
Calcium 1 9.6 9.92 0.23 587 -1.4 8.9 11.0
mg/dL 2 8.8 8.86 0.26 592 -0.2 7.8 9.9
Arsenazo 3 7.5 7.65 0.23 587 -0.7 6.6 8.7
dye 4 8.2 8.43 0.23 590 -1.0 7.4 9.5
Vitros 950 5 10.8 10.87 0.25 589 -0.3 9.8 1.9
Iron 1 190 192.5 7.0 397 -0.4 154 232
mcg/dL 2 65 65.0 3.4 394 0.0 51 78
Pyridyl azo 3 74 69.2 3.2 395 +1.5 55 83
dye 4 124 107.9 4.6 395 +3.5 86 130
Vitros 950 5 277 260.9 8.8 396 +1.8 208 314

Figure 10-16 Example of an external proficiency testing evaluation report sent to a participating laboratory. SD, Standard deviation; SDI, standard deviation interval.

group. Consequently, if an individual laboratory’s results agreed with those
of the peer group, the individual laboratory could conclude that the
method was performing in conformance with the manufacturer’s specifica-
tions. In general, an individual laboratory depends on the manufacturer to
correctly calibrate a clinical laboratory routine method to be traceable to
the reference system for an analyte.

REPORTING PT RESULTS WHEN ONE
METHOD IS ADJUSTED TO AGREE WITH
ANOTHER METHOD

It is good laboratory practice (and consistent with CLIA regulations,
section 493.1281) to adjust the calibration of different methods for the
same analyte used within a health delivery system, so the results for patient
samples are consistent, irrespective of which method is used. Such harmo-
nization of results is important for uniform use of reference intervals and
decision thresholds within a health delivery system. In this situation, it is
important to report PT results such that they can be properly evaluated
against the peer group target value. The peer group target value will reflect
the method calibration established by the method manufacturer. For an
individual laboratory’s PT result to be evaluated against the peer group
mean, that individual result must be reported to the PT provider after
removing any calibration adjustments, so the reported result is consistent
with the manufacturer’s nonadjusted calibration. The most convenient way
to remove a calibration adjustment is to first assay PT samples with the
method calibration adjustment applied to the measurement system, as
would be the usual assay process for patient samples. After the assay, adjust
the PT results “in reverse” by mathematically removing the calibration
adjustment factors, and report the results with any adjustment factors
removed. One should not recalibrate the instrument with a new set of
calibrators for the purpose of assaying PT samples, because this practice
would violate regulations requiring the PT material to be assayed in the
same manner as patient samples.

For example, a laboratory has performed a patient sample comparison
between Method A used in the main laboratory and Method B used in a
satellite laboratory. Method B consistently gave 10% higher results.
Method B was adjusted to agree with Method A by putting the adjustment
factor 0.9 in the Method B instrument to automatically multiply each
measured result by 0.9 to lower the reported result by 10%. When PT
results from Method B are reported, it is necessary to remove the 0.9 factor
to allow the reported result to be compared with the peer group mean of
measured results from all laboratories using Method B. Removing the 0.9
factor is accomplished by multiplying the reported PT result from Method
B by the factor 1.10 to increase its numeric value by 10% to the nonad-
justed value that was actually measured by the instrument according to the
manufacturer’s defined calibration procedure. This process allows the PT
result measured by Method B to be appropriately evaluated in comparison
with its peer group mean, which will reflect the manufacturer’s established
calibration. This process permits the PT sample to be assayed in the same

manner as patient samples, and the numeric result reported to the PT
provider to reflect the actual measured result using the manufacturer’s
recommended calibration settings.

INTERPRETATION OF PT RESULTS

Many countries have regulations (e.g., CLIA in the United States) requir-
ing PT and specifying the evaluation criteria for acceptable performance.
When criteria are not set by regulations, the PT provider sets evaluation
criteria on the basis of clinically acceptable performance. PT evaluation
criteria are designed to evaluate the total error of a single measurement.
The acceptability limits for PT include bias and imprecision components
considered clinically acceptable for an analyte plus other error components
that are unique to PT samples, such as between-laboratories variation in
calibration; homogeneity of the PT material vials; stability variability in
the PT material both in storage/shipping and after reconstitution or
opening in the laboratory; and variable matrix-related bias with different
lots of reagent within a peer group. Consequently, the acceptability limits
for PT samples are larger than what might be expected for clinically
acceptable total error with patient samples.

Figure 10-16 is an example of a typical evaluation report sent to a
participating laboratory. Each reported result is compared with the mean
result for the peer group using the same method. The report also includes
the SD for the peer group distribution of results, the number of laborato-
ries in the peer group, and the SDI, which expresses the reported result
as the number of SDs it is from the mean value [SDI = (result — mean)/
SD)]. The limits of acceptability are shown. Acceptability criteria may be
a number of standard deviations from the mean value, a fixed percent from
the mean value, or a fixed concentration from the mean value. In Figure
10-16, calcium acceptability criteria are £1 mg/dL from the mean value,
and iron criteria are £20% from the mean value.

Peer group evaluation allows a laboratory to verify that it is using a
method according to the manufacturer’s specifications and is producing
patient results that are consistent with those of other laboratories using
the same method (Miller, 2009). In Figure 10-16, the calcium results are
in close agreement with the peer group mean (SDI ranges from —0.2 to
—1.4). However, the iron results show greater variability, with one result
+3.5 SDI. Although that iron result is within the acceptability criteria, it
is recommended to investigate the method, as discussed in the next
paragraph.

If an unacceptable PT result is identified, the method must be investi-
gated for possible causes, and any necessary corrective action taken. Even
when a PT result is within acceptability criteria, it is good laboratory
practice to investigate PT results that are more than approximately 2.5
SDI from the peer group mean. When the SDI is 2.5, there is only a 0.6%
probability that the result will be within the expected distribution for the
peer group; consequently, the probability is reasonable that a method
problem may need to be corrected. In addition, PT result(s) that have been
near the failure limit for more than one PT event, even if the result(s) have
passed the PT acceptance criteria, should initiate a review of systematic
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TABLE 10-6
Examples of Causes of Proficiency Testing (PT) Failures
Condition Examples
Technical e Calibration drift or incorrect calibrator target value
problem e Deterioration of reagents or calibrators
Ui @ ¢ Lot-to-lot variability in reagents or calibrators
method or . .
equipment . Qeterloratlon of other components (e.g., automated
pipette system)
e Method lacks adequate specificity for the analyte
e Method lacks adequate sensitivity to measure the
concentration
¢ Inadequate SOP or QC procedures
¢ Incorrect instrument settings or data processing
procedures
¢ Inadequate environmental control in the laboratory
Technical e Failure to follow SOP
problem e Incorrect instrument operation, maintenance, etc.
Ica[;]seci 7 e Incorrect preparation or handling of reagents, cali-
aboratory brators, or PT samples
personnel X X o
e Incorrect pipetting or dilution process
e Incorrect calculation of result
e Misinterpretation of result
Incorrect e Failure to convert measurement units to those
reporting required for the PT report
of PT result * Failure to identify correct method used
izl e Transcription error on report form
errors)

PT sample was mislabeled in the laboratory.
Analyte not stable in PT material

Interfering substance in PT material

Sample deterioration in transit

Sample had weak or borderline reaction

Problem with
the PT
material

QC, Quality control; SOP, standard operating procedure.

problems with the method. These practices support identification of
potential problems before they progress to more serious situations. When
results are investigated, a limitation of SD-based grading criteria should
be considered. Very precise methods may have a very small SD, and a result
may be outside an SD limit when the magnitude in reporting units is small
and is not consistent with a clinical problem.

Common causes for PT failure are listed in Table 10-6 (based on Miller,
2009; CLSI, 2007). Incorrect handling and reporting are frequently unique
to PT events and may not reflect the same process used in the laboratory
for patient samples. Nonetheless, these situations reflect attention to
detail, which is a necessary attribute for quality laboratory testing. Occa-
sionally, the PT material may have a defect that causes it to perform inap-
propriately for all or a subgroup of methods. In this case, the PT provider
will identify the situation and will not grade participants for that sample.

PT results are usually received several weeks after the date of testing.
Consequently, investigation of unacceptable results requiring review of
quality control, reagent, calibration, and maintenance records for the date
of the test and the preceding several weeks or months is necessary. If review
of these records suggests a stable operating condition, and review of the
PT material handling and documentation does not identify a cause for the
erroneous PT result, it may be concluded that the PT failure was a random
event. Investigative steps, data reviewed, and conclusions from the review
must be documented in a written report of the unacceptable PT result and
reviewed by the laboratory director.

Limitations in Interpreting PT Results

PT providers also prepare a summary report, which includes the mean and
SD for all peer groups represented by the participants’ results. Similar
reports are available from interlaboratory QC programs. Summary reports
are very useful but must be interpreted with consideration of the limita-
tions of noncommutable samples. The peer group mean and SD are useful
for evaluating the uniformity of results between laboratories using the
same method, to confirm that an individual laboratory is using the method
correctly as designed by the manufacturer, and to evaluate the consistency
of an individual laboratory’s method performance relative to the
peer group over time intervals from one PT event to the next
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(trend monitoring). Summary information also allows evaluation of the
imprecision of various method groups, and the number of users in each
method group reveals which methods are commonly used.

The frequent occurrence of noncommutability of PT materials makes
it incorrect to use PT" summary reports to compare an individual labora-
tory’s result with the peer group mean for another method group, to
compare method peer group mean values to each other, or to compare an
individual method peer group value to a value from a reference measure-
ment procedure. The noncommutability limitation prevents PT (or QC)
results from being used to infer agreement, or lack of agreement, for
patient results among different methods for the same analyte.

ACCURACY-BASED PT PROGRAMS

In special cases, PT providers have used commutable samples in PT pro-
grams. Commutable samples are typically prepared by pooling clinical
patient samples with minimal processing or additives to avoid any altera-
tion of the sample matrix. To achieve samples with abnormal values for
analytes, donors are identified with known pathologic conditions, or blood
and serum units from a general donor population can be prescreened for
selected analytes. Supplementing patient samples or pools with purified
analytes may be acceptable in some cases but has not been rigorously
evaluated. When commutable PT samples can be prepared, the results
reflect what would be expected if patient samples were sent to each of the
different laboratories. Thus, agreement among different laboratories and
methods (called harmonization) can be correctly evaluated. The agreement
between an individual laboratory result and a reference measurement
result (accuracy), and the agreement between a method group mean value
and the reference measurement result (called trueness), can be evaluated
when a reference measurement procedure is available for an analyte.

For example, the College of American Pathologists glycohemoglobin
survey for many years has used pooled, freshly collected whole blood from
both normal and diabetic donors. The target values for the pooled blood
are assigned by reference measurement procedures for hemoglobin Alc.
In this survey, the accuracy of individual laboratory results and the trueness
of method group means versus the reference measurement procedure
values can be evaluated because the PT samples are commutable with
clinical patient samples. Method group trueness can be used by the respec-
tive method manufacturers to monitor the effectiveness of their calibration
processes.

It has been challenging to prepare commutable materials for use in
large PT programs. However, use of commutable materials adds substan-
tial value to the information obtained from the results (Bock, 2005; Knight,
2005; Miller, 2003, 2005, 2008; Palmer-Toy, 2005; Schreiber, 2005; Steele,
2005). Procedures have been developed to validate the commutability
of QC, PT, and reference materials (Vesper, 2007; CLSI, document
C53-A, 2010).

QUALITY MANAGEMENT

Quality management (QM) refers to the overall process used to ensure
that laboratory results meet the requirements for health care services to
patients. The components of a QM system shown in Figure 10-4 were
derived from the CLSI document GP26-A3, Application of a Quality
Management System Model for Laboratory Services, and are consistent
with the ISO document 15189:2007, Medical Laboratories—Particular
Requirements for Quality and Competence. Laboratories are required to
develop procedures to monitor and ensure quality in all aspects of labora-
tory services. A QM program is an accreditation requirement, and good
documentation of the metrics, the review process, and the improvements
made is necessary.

Statistical quality control and proficiency testing, covered in detail in
this chapter, are two important components of a QM program that address
measurement procedures. Metrics related to QC activities may be evalu-
ated as part of monitoring the performance of a measurement system. The
following may be useful indicators of method performance issues:
® Frequency of QC alerts
Frequency of recalibration based on QC alerts
Number of reagent changes due to QC alerts
Number of times controls were repeated because of QC alerts
Frequency of unscheduled maintenance due to QC alerts

Directly related to the quality of test results are preanalytic components
such as patient preparation; sample collection, transportation, storage, and
preparation for testing; and postanalytic components such as result report-
ing, critical value notification, and provision of interpretive information.



The other components listed in Figure 10-4 are also important to ensure
that quality laboratory results are available for patient care. In some cases,
the quality requirements extend outside the laboratory and require
cooperation with health care partners who order laboratory tests and act
on the results.

A QM program defines data-based metrics or indicators that are moni-
tored at regular recurring intervals to provide information on the adequacy
of all influences on laboratory quality. A QM committee oversees the
development of metrics and their regular review, and initiates quality
improvement actions in response to metrics that indicate a need for
improved performance in a particular aspect of laboratory management. A
QM committee is typically chaired by a laboratory director or section
director and includes senior level representation from all service areas,
including the laboratory information system. Monthly meetings are
typical. The data collected are frequently from the previous month, so the
review is retrospective. However, automation of data management can

TABLE 10-7

make some metrics available close to real time for more immediate moni-
toring and intervention. For example, turnaround time from specimen
receipt to result reporting can be monitored continuously with a scrolling
computer display report to assist medical technologists in tracking stat
requests.

Table 10-7 provides a list of typical metrics that could be included in a
QM program. In addition to the metrics, thresholds for acceptable values
need to be defined for each metric. Metrics that exceed thresholds require
analysis, and a plan is developed for corrective action. Thresholds are estab-
lished on the basis of what is considered good laboratory practice and may
be different in different situations. The example thresholds in Table 10-7
are illustrative and should not be taken as recommendations. It is not pos-
sible to have zero mistakes in laboratory service; consequently, thresholds
need to be realistic and can be changed as quality improvement programs
are applied. The total number of observations examined by a metric should
be recorded, along with the data for a given reporting interval.

Examples of Quality Management Metrics

Service monitor (metric)

Result Reporting
Micro: Gram stain correlation with culture (% disagreement)
Micro: Blood culture contamination
Hematopathology consensus conference
Percent bone marrow cases reviewed in consensus
Number of cases with disagreements

CAP survey exception reports; # flagged/total # results received from CAP
(list by laboratory section)

POCT: Glucose meters, QC failures
POCT: Glucose meter, critical value not confirmed by repeating on meter

Turnaround times in minutes for 90% completed (in laboratory/total);
examples shown

Potassium, Stat, Chemistry, Day

Troponin |, ED, Stat, Day

Hb, Stat, Day

PT, Stat, Day

Urinalysis pH, Stat, Day

Bacterial vaginosis, ED, Gram stains

Critical call-back delay as (verified time — performed time); (minutes for 90%

completed); examples shown

Hb, inpatient

Critical value delay, minutes

Critical values not called Hematology

Result corrections (list by laboratory sections)

Specimens rejected/corrected at log-in (list by receiving location and type of

problem; examples shown)

Lost/not received

Incomplete label or form

Hemolyzed

Clotted

QNS

Exceeds time limit

Improper collection, container, specimen
Improperly ordered

Interfering substance

Mislabeled specimens (identified by delta check or by notification from clinical

staff) (list by receiving location)
Blood bank: Emergency units not accounted for in ED and OR
Sweat chloride QNS specimens, %
Customer Satisfaction
Client services: % calls lost
Client services: calls answered within 60 seconds

Service delivery reports from clinical units (# received/# laboratory responsible)

Total number Example Analysis and action

Threshold reviewed data plan

<1% 1513 0%

<3% 2468 2.7%

>10% 146 28.8%

2 146 0

0

<3% 9058 2.3%

<5% 439 2.5%

45 min 1477 47/91 Reviewed, no action
indicated

60 min 476 60/121

60 min 520 40/81

60 min 528 41/94

60 min 240 56/106

60 min 231 40/91

30 min 215 14

0 2474 4 SOP reviewed with
medical technologist

0 35 0

<5% 18 0%

<5% 5932 7%

>90% 5932 89%

0 10/7 See attached report

Continued
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10 QUALITY CONTROL

TABLE 10-7

Examples of Quality Management Metrics—Cont’'d

Service monitor (metric)

Personnel
Safety (# incidents)
Infectious agent exposure
Chemical exposure
Job-related injury/illness

On-call utilization (# of instances a person was called in; list by laboratory
section)

Overtime utilization (hours paid; list by laboratory section)
Vacancies and staff in training status (graph by laboratory section)

Continuing education (total hours CE received/# staff receiving CE/total
# staff); list by laboratory section

Total number Example Analysis and action
Threshold reviewed data plan
0 1 See attached report
0 0
0 2 See attached report

CAP, College of American Pathologists; CE, continuing education; ED, emergency department; Hb, hemoglobin; OR, operating room; POCT, point-of-care testing;
PT, prothrombin time; QC, quality control; QNS, quantity not sufficient; SOP, standard operating procedure.

It is recommended that the metrics are reported to allow trends to be
identified, for example, by showing data for 6 or more months on a page.
Graphical presentation is very effective to monitor trends and can easily
include 1 or more years on a single graph. Many metrics are useful to track
indefinitely to document that laboratory service continues to meet perfor-
mance expectations, and to have an alert mechanism when a change in the
environment has adversely affected laboratory service. However, data
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KEY POINTS

Certain concepts and terms specific to informatics should be familiar
to pathologists working in an ever-modernizing laboratory
environment.

The laboratory information system is typically part of a hospital or
health care system network of clinical, registration, patient
management, and financial systems that exchange information with
one another.

The laboratory information system supports workflow and information
flow at all steps of the laboratory testing process, including patient
registration, test ordering, sample collection, and testing and reporting.

Informatics plays a key role in assisting physicians to manage
laboratory orders (e.g., clinical pathways, decision support systems)
and results (e.g., clinical alerts, interpretive reports, reflex tests).
Together, these approaches maximize the usefulness of the laboratory
to clinicians.

Data exchange among diverse applications in health care depends on
coding protocols for identifying procedures and medical conditions,
as well as a communication language.

DEFINITION

The website (www.pathologyinformatics.org) for the Association for
Pathology Informatics describes the field of pathology informatics as
“[involving] collecting, examining, reporting, and storing large complex
sets of data derived from tests performed in clinical laboratories, anatomic
pathology laboratories, or research laboratories in order to improve patient
care and enhance our understanding of disease-related processes.” The
high volume, detailed, and time-sensitive nature of the workflow in
the clinical laboratory has helped push the implementation of computing
technology to assist in information management.

BAsIC INFORMATICS CONCEPTS AND
TERMINOLOGY

Before the issues that pertain to each step in the information flow are
addressed, certain basic definitions are warranted to facilitate comprehen-
sion of the technology on which this field is based. The following section
is intended only to provide a brief summary of some pathology informatics
concepts; readers interested in expanding their knowledge about this
field are advised to refer to a more comprehensive list of relevant topics
(Henricks, 2003).
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HARDWARE AND SOFTWARE

A computer is a device that follows instructions to work with electronic data
based on user input. Hardware refers to the physical components of an
information system. Soffware refers to programs (which are essentially sets
of instructions) that allow computers or other devices to perform tasks.

A file is a collection of data identified by a specific name and grouped
in relation to a specific purpose. The two main types are applications (also
referred to as “executable” files) and data files (e.g., image, text/document,
sound). A folder (or directory) simply refers to a collection of files.

A bit (derived from “binary digit”) is the basic unit of digital informa-
tion, and a byre, the most common unit of measurement used, almost
always refers to 8 bits. ASCII (American Standard Code for Information
Interchange) is the standard dictionary for combinations of bits that rep-
resent the common letters, numbers, and symbols by which characters are
represented on a computer screen or paper printout.

The central processing unit (CPU) refers to the circuitry that serves as
the main information processor, and is driven by clock pulses; the speed
is most commonly measured in Gigahertz (1 GHz = 1 billion clock pulses
per second). Memory refers to the physical chips on the motherboard that
hold programs and data for rapid access by the CPU. The two types are
read only memory (ROM), which is permanent, and random access
memory (RAM), which is volatile (i.e., the contents of these chips are lost
when the computer is turned off).

Storage refers to the physical media that store data permanently. It can
be internal (hard drive) or removable (CD-ROM, USB drive). Many labs
utilize drive arrays, which are multiple hard drives configured to look like
a single drive to the system. A common type of drive array is the redundant
array of independent/inexpensive disks (RAID), in which two or more hard
disk drives are used simultaneously to achieve greater levels of perfor-
mance, reliability, and/or larger data volume sizes. Mirrored drive arrays
refer to arrays where copies of files are written to each drive in array.
Different parts of files are read simultaneously from different disks and
“assembled” for delivery. This system is redundant: If one drive fails, files
can be read from the other intact drive(s).

The operating system of a device, whether a computer or an analyzer,
refers to a set of programs responsible for the management and coordina-
tion of activities and the sharing of resources. In the case of a computer,
the operating system acts as a host for application programs. Applications
are created within programming languages, which are artificial languages
used to control the behavior of a computer. Programming languages can
be specific for a hardware platform (e.g., BASIC, FORTRAN) or hardware-
independent (e.g., Java). In addition, the computer needs small specialized
files called drivers that are specific for an operating system and allow iden-
tification and utilization of various external peripherals and other devices.
Ensuring hardware and software compatibility with all the different
electronic components of a clinical laboratory can be an onerous task,
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Example of a Computer Network
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Figure 11-1 The red and green lines represent physically cabled connections (e.g., Ethernet), and the waves represent wireless connections.

TABLE 11-1

Common Network Components

Component Function

Modem (“modulator-demodulator”) Modulates an analog carrier
signal to encode digital
information

Router Routes and forwards information

Server Accepts connections to service
requests by sending back
responses

Client Application or system that
accesses the server

Firewall Device and/or software that

inspects network traffic
passing through it, and denies
or permits passage based on
a set of rules

especially if some of the equipment was introduced before an operating
system upgrade of the predominant computing platform in the laboratory.
As such, it often may be necessary to wrestle with compatibility issues when
various software upgrades are introduced into a preexisting system.

NETWORKS AND SECURITY

A network is an interconnected group of computers that share information
and resources, and as it pertains to the laboratory, the term refers to the
ability to obtain orders from and send results to other information systems.
Most computers need a card or adapter to connect to the network, and
Ethernet is the most common type of networking standard. A variety of
network types may be used: Local area nerwork, which covers a small geo-
graphic area, and wide area network, which covers a broad area. The concept
of bandwidth refers to the rate of data transmission. The different compo-
nents of a network are listed in Table 11-1 and illustrated in Figure 11-1.

Networking often involves a c/ient and a server environment. The client
is the workstation with which the end user interacts and the server runs
applications and maintains databases. The different client types are “thin”
and “thick” or “fat”; the difference between the two is that in the former,
all application logic executes on the client server, whereas in the latter, the
client performs the bulk of any data processing operations itself. The
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traditional incarnation of the client-server relationship consisted of muain-
frames and terminals that fulfilled the roles of the servers and thin clients,
respectively. An older laboratory information system (LIS) that still has
this type of configuration generally cannot replace the old terminals once
they begin to fail and therefore needs to run a program called a terminal
emulator; which acts like a terminal but can be run on more modern
hardware.

The Internet refers to a worldwide, publicly accessible series of inter-
connected computer networks. Data are transmitted by packet switching
using the standard Internet protocol (IP). The World Wide Web (WWW)
refers to a hypertext-based data system that uses the Internet as its trans-
portation (hypertext = text on a computer that will lead the user to other
related information on demand). The language used is most commonly
hypertext markup language (HTML), which specifies the appearance of a
web page when interpreted by a web browser. An intranet refers to a private
network that uses the aforementioned Internet protocols to share informa-
tion within an organization as opposed to between separate entities.

Data security is of paramount importance for all networks, and particu-
larly in health care, where patient privacy is a major concern. One way of
ensuring secure data is encryption, which refers to the conversion of data
via an algorithm that rearranges bits that cannot be deciphered without
decryption. A common way of engaging in safe networking is through a
virtual private nerwork, which is a method by which a user can access an
organization’s internal network over the Internet in a secure manner. It
provides users who are not on that internal network secure access to
resources inside it. This is done by applying a software layer on top of an
existing network, essentially creating virtual “tunnels” that wrap data
packets destined for the internal network, and then encrypting those
packets to send them across the Internet.

DATABASES

At their core, the building blocks of information systems are databases,
which are structured collections of records comprising data fields. They
need to be managed by a set of programs called a database management
system. The two types of databases are flat file and relational. A flat file
database is a single, two-dimensional array of data elements, similar to an
electronic spreadsheet. In contrast, in a relational database, the data are
organized in tables. In a table, each record (row) contains a unique instance
of data for the fields (columns), and tables are related by a single field (the
primary key) between common fields. Figure 11-2 gives a simplified
example of a relational database for clinical laboratory data, comprising
four linked tables: Patient Registration, Test Orders, Test Results, and
Reference Ranges. The virtue of this structure is that redundancy is



Relational Database Structure

Patient Registration

Patient ID # First Name Last Name Age Sex
P1234 ------ ; John Smith 33 M

P3456 | Mary White 58 F

Test Order

Order # Patient ID # Date Physician Test
034782 - L P1234 04/12/2009 Jones Hemoglobin
034783 P3456 04/12/2009 Chen Hematocrit
Test ReSl:.llt

Order # Test Result

034782 - -Hemoglobin 15

034783 | Hematocrit 33

Reference R:;\nge

Test Adult Male Adult Female Child Units
Hemoglobin- 14-18 12-16 11-16 g/dL
Hematocrit 42-52 37-47 31-43 %

Figure 11-2 Sample relational database.

eliminated—a concept known as normalization. For example, demographic
data about each patient are given only once, in the Patient Registration
table. Other tables then link to that information using only the unique
Patient ID identifier. If instead, other tables included both Patient ID and,
for example, the patient’s name, there would be an opportunity for incon-
sistencies to arise, and it would be more difficult to make updates such as
a correction to the spelling of the name. The modest penalty for the nor-
malized, relational architecture is that useful reports must typically inte-
grate information from several tables, rather than simply printing records
from a single table. However, this can be readily accomplished using a
powerful, generic language known as Structured Query Language.

LABORATORY INFORMATION SYSTEMS

An information system (IS) refers empirically to the hardware, software, and
connectivity designed to perform data management functions. Different
types of ISs are listed in Table 11-2. The LIS was classically a standalone
insulated system that generated results for manual reporting by laboratory
personnel or for viewing by the clinician. The LIS was used to communi-
cate with analyzers and external systems such as the larger health informa-
tion system (HIS) and/or billing systems. Today, it is frequently a major
part of a health care system network with communication with the patient
registration and billing systems and the electronic medical record (EMR).
The LIS exchanges information with all these systems, and the effective-
ness of this exchange is dependent on successful hardware and software
implementation. Most LIS constructs have an interface, which is a com-
bination of software and connections that translate electronic messages,
so that data can be exchanged with different systems. The types of inter-
faces are instrument interfaces and application (other systems) interfaces.
If the systems are not compatible, a laboratory may engage in ad hoc
development of software known as middleware to enable communication
between them. If multiple systems need to exchange information, an
application known as an interface engine reduces the number of
individual interfaces.

As well as the aforementioned interrelated programs and hardware that
provide data management functions necessary for laboratory operations,
the LIS often refers to the database that establishes and maintains standard
definitions and information processing procedures. All LIS constructs
utilize dictionaries (also referred to as maintenance tables), which provide a
logical framework for laboratory operations and workflow. Dictionaries
structure and standardize procedures and standardize laboratory and LIS
terminology. They define allowable entries for data fields, in addition to

TABLE 11-2

Common Health Care Enterprise Information Systems

System

Admission—discharge—transfer

(ADT)
Health information system
(HIS)

Laboratory information
system (LIS)

Electronic medical record
(EMR)

Electronic data repository
(EDR)

Functionality

Runs the entire patient care workflow,
from registration of patient
information to bed tracking and
discharge

Stores patient information generated
by different departments during one
or more Visits

Electronic data processing and
information management functions
necessary for laboratory operations

A chronologically ordered paperless
chart that summarizes the clinical
history with diagnostic test results

Contains patient information from all
inpatient and outpatient systems in

an enterprise, and is used for
reviewing patient data
Similar to the EDR, except the
information is utilized for research by
using databases and data analysis
tools to uncover hidden patterns and
relationships in data (“data mining”)
Billing Receives information on charges
and/or tests performed to calculate
charges to patient insurance

Electronic data warehouse
(EDW)

the content and format of elements that appear on reports. The different
worksheets and workstations that are available in the laboratory are speci-
fied in the LIS tables, and part of a test definition is assignment of the test
to a laboratory workstation/instrument or laboratory location. Test orders
are routed to LIS worksheets that are associated with given workstations;
essentially, worksheets define the workflow in the laboratory because they
define which tests are performed at different workstations. An emerging
and popular feature of the LIS is its ability to perform autoverification,
which refers to release of results from automated analyzers directly to LIS
without prior human review. The autoverification criteria are defined and
detailed in LIS tables and specify things such as allowable numeric result
range and delta checks (in comparison with previous results).

Because of great variation in the types of data handled by different parts
of the laboratory, LIS systems typically comprise several modules, which
may even be entirely disparate systems from different vendors. A general
laboratory module might include tests in the area of chemistry, hematol-
ogy, and serology, where tests are usually relatively discrete, and results
consist of a single number or a short string of text. The general LIS module
serves many functions, some of which are listed in Table 11-3. Other areas
of the lab may require very different functionality, as described later.

LEGAL REQUIREMENTS

A number of regulatory/accrediting bodies are pertinent to LIS constructs.
In the U.S. government, these include the Centers for Medicare/Medicaid
Services, the Food and Drug Administration, the College of American
Pathologists (CAP), The Joint Commission, and the American Association
of Blood Banks. The legal requirements for LISs involve issues such as
unique specimen and patient identification, date of specimen collection,
date and time of specimen receipt in the lab, records and dates of all speci-
men testing, personnel who performed the test(s), and the name and
address of the laboratory where testing was performed, among others. The
CAP Laboratory General Checklist requires periodic verification of data
sent from the LIS to other computer systems.

The Health Insurance Portability and Accountability Act of 1996
(HIPAA) requires all health plans to accept electronically filed claims in a
standard format (electronic data interchange). There must exist security
measures to protect health information. There are limits on use/disclosure
of health information. A requirement of reasonable safeguards to protect
against incidental disclosure is also present. HIPAA addresses issues of
consent with respect to protected health information (PHI), which refers
to anything that could be used to identify an individual and is related to
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TABLE 11-3
LIS Functions

Preanalysis Patient registration (if not received from external system)
Test ordering
Customized requisitions (e.g., outreach clients)
Phlebotomy draw lists
Bar-coded collection labels and aliquot labels
Specimen tracking/racking system

Analysis Instrument worklist (via interface and automatic

download)

Manual worklist

Manual results entry

Automated results entry via interface

Results validation and manual or automatic release

Quality control

Requisition-based patient reports (final, partial)

Cumulative patient reports

Corrected report

Results inquiry

Electronic reporting to external interfaced systems
(e.g., HIS, billing)

Pending (incomplete) list

Turnaround time reports

Workload statistics

Ad hoc report writer

HIS and instrument integrity monitoring tools

Postanalysis

Management

HIS, Health information system; LIS, laboratory information system.

health care or payment. The patient’s consent is required to use or disclose
PHI for treatment, payment, or health care operations. The law requires
minimum necessary use or disclosure of PHI

COMMUNICATION STANDARDS

The use of conventions and definitions to standardize information
exchange between different systems is a less complex and time-consuming
strategy than the traditional creation of custom interfaces between such
applications. Originally, the major need for electronic transmission of
these data was so that the Federal government (Medicare) and other payers
could be billed for individual services provided. For this purpose, coding
of laboratory procedures using Current Procedural Terminology (CPT)
and coding of medical conditions using the International Classification of
Diseases have been the norm. One example of a newer, and currently the
most prevalent, standard developed by the health care industry is Health
Level 7 (HL7) (www.hl7.org), which is a protocol for electronic data
exchange that specifies syntax and rules for messaging. Another standard
is Logical Observation Identifier Names and Codes (www.loinc.org),
which is a set of universal identifiers for laboratory test code data fields
within HL7 messages and in databases (McDonald, 2003). It provides a
structured naming convention for describing laboratory tests and has fewer
limitations than CPT. The American Society for Testing and Materials
specifies protocols and formats for instrument interfaces, bar codes (e.g.,
Code 39, Code 128), other systems and components. The Systematic
Nomenclature of Medicine—Clinical Terms system is a very elaborate
nomenclature for medical conditions and related concepts, containing
more than 300,000 unique clinical concepts. Originally developed by CAP,
it is now maintained by the International Healthcare Terminology Stan-
dards Development Organisation, which was formed in 2006. A receiving
system may not recognize certain codes as written, so the use of a transia-
tion table relates a code to its equivalent in the receiving system.

COMMON DATA ELEMENTS AND
METADATA

The concept of a common data element (CDE) refers to the standardized
component of a data set. CDEs are defined by metadata, which literally
translate to “data about data,” or a description and definition of data
element attributes (e.g., type of data). CDEs have standardized, consistent
metadata descriptions for discrete data elements. CDEs structure data in
a way to facilitate reproducible capture at the time of entry and to ensure
consistent data collection and categorization, while providing standard
formatting for data exchange.
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<Patients>

<Patient>
<PatientID>P1234</PatientID>
<FirstName>John</FirstName>
<LastName>Smith</LastName>
<Age>33</Age>
<Sex>M</Sex>

</Patient>

<Patient>
<PatientID>P3456</PatientID>
<FirstName>Mary</FirstName>
<LastName>White</LastName>
<Age>58</Age>

<Sex>F</Sex>

</Patient>

</Patients>

Figure 11-3 Example of an Extensible Markup Language (XML) database. This
XML code contains the data from the Patients table shown in Figure 11-2. This text
can be entered into Microsoft Excel, for example, which can then generate a
spreadsheet to display the data.

A relatively new development in CDEs is the language XML, which
stands for Extensible Markup Language. XML is a method to describe
data, to structure information, and to format documents. The main
purpose is to enable integration and sharing of information across dispa-
rate sources that otherwise have incompatible formats and data standards.
XML markup tags describe the data marked by tag; thus XML tags
are a type of CDE with specific metadata (an example is given in
Figure 11-3). XML has great potential for becoming the standard by which
textual information is encoded into a searchable format (Dolin, 1998;
Sokolowski, 1999).

INFORMATION FLOW

The flow of information as it pertains to the LIS is generally uniform
across different laboratories and is summarized in Table 11-4 and Figure
11-4, although obviously variations exist among different institutions. The
critical issues of this workflow include patient safety and confidentiality,
capture of clinically meaningful data, unambiguous identification of data
elements, and synchronization of information among different systems
within the health care institution (Aller, 2001). This section of the chapter
will provide an overview of the information exchange steps as well as the
key issues that pertain to each.

PATIENT REGISTRATION/IDENTIFICATION

The critically important initial step is registration of the patient with
assignment of a unique patient identification number to the patient, often
within the admission-discharge-transfer system. A unique laboratory
encounter number may also be generated at this time, and again for sub-
sequent encounters for the patient. No tests can be ordered until the
patient record is created.

Patient identification information includes data such as name, birth
date, sex, race, address, phone number, social security number, and medical
record number, among others. Insurance and billing information generally
is also included. Because the patient identification number needs to be
unique, the social security number or an institution-generated number
exclusive to the registration system should be utilized. Bar-coding may be
utilized to ensure correct patient identification when obtaining samples.
The radiofrequency identification (RFID) system is a new technology that
provides hands-off, zero-error identification (Westra, 2009). It consists of
a patient tag and a computerized scanner or reader. The “smart” label or
tag contains human-readable information, a bar code, and an integrated
circuit chip with memory. A small amount of radiofrequency energy (“exci-
tation signal”) is released from the scanner, energizing the RFID tag,
which then emits a radiofrequency signal (“return signal”) that transmits
the patient’s ID. Although several issues (e.g., data encryption, protocol
standardization) are not completely resolved, RFID technology offers
several benefits, including passive operation and dynamic data storage,
features that favor its use in sample collection and tracking, bedside testing,
drug management, and infection control.


http://www.hl7.org
http://www.loinc.org

TABLE 11-4

Key Steps in Laboratory Information Flow for a Hospital Patient

Step Description

Register patient

Patient record (e.g., ID#, name, sex, age, location) must be created in LIS before tests can be ordered. LIS usually automatically

receives these data from a hospital registration system (when the patient is admitted).

Order tests

Physician orders tests on a patient to be drawn as part of the laboratory’s morning blood collection rounds. The order is

entered into the HIS and is electronically sent to the LIS.

Collect sample

Before morning blood collection, the LIS prints a list of all patients whose blood is to be drawn and the appropriate number of

sample bar code labels for each patient order. Each bar code has a patient ID, a sample container type (e.g., red-top tube),
and a laboratory workstation (that can be used to sort the tube once it reaches the laboratory). Another and increasingly
popular approach is for patient caregivers or nurses to collect the blood sample. Immediately before collection, sample bar
code labels can be printed (on demand) at the nursing station on an LIS printer.

Receive sample

When samples arrive in the laboratory, their status has to be updated in the LIS from “collected” to “received.” This can be

done by scanning each sample container’s bar code ID into the LIS. Once the sample is “received,” the LIS transmits the test

order to the analyzer that will perform the test.
The sample is loaded onto the analyzer and the bar code is read. Having already received the test order from the LIS, the

Run sample

analyzer knows which tests to perform on the patient. No worklist is needed. For manually performed tests, the technologist
prints a worklist from the LIS. The worklist contains a list of patients and the tests ordered on each. Next to each test is a

space to record the result.
Review results

The analyzer produces the results and sends them to the LIS. These results are viewable only by technologists because they

have not been released for general viewing. The LIS can be programmed to flag certain results (e.g., critical values) so a
technologist can easily identify what needs to be repeated or further evaluated.

Release results

The technologist releases results (unflagged results are usually reviewed and released at the same time). The LIS can also be

programmed to automatically review and release normal results or results that fall within a certain range. The latter approach
reduces the number of tests that a technologist has to review. Upon release, results are automatically transmitted to the HIS.

Report results

HIS, Health information system; ID, identification; LIS, laboratory information system.

TEST ORDERS

After the patient has been identified, tests are ordered manually with paper
forms or electronically through the HIS, with orders then electronically
sent to the LIS. Having the physician at the point of care directly enter
laboratory orders electronically is an effective way to reduce the possibility
of introducing error that is inherent in having to re-key requested tests
from the paper form. Computerized pathology test order entry has also
been shown to reduce laboratory turnaround time (Westbrook, 2006).
Important data pertaining to the request (date/time/location of collection,
storage medium, etc.) can be automatically generated at this time as well.
The electronic nature of the patient’s clinical data and the test ordering
system allows the use of logic operations to ensure patient safety and
optimal test utilization.

SAMPLE COLLECTION AND LABELING

A patient sample may be collected by the lab after an order is received or
may be sent directly to the lab with a request. For inpatient samples, the
LIS prints the list of patients who need to be drawn. At this point, labels
can be printed identifying the necessary tubes and/or containers; this label
printing can also take place at the patient’s bedside using portable printers
connected wirelessly to the LIS to confirm correct patient identification
immediately after the patient’s wristband has been scanned and read. When
the sample is received, the LIS indicates receipt of the sample by changing
its status from the previous value of “to be collected.” The collected sample
is then run on an analyzer.

PERFORMING TESTS

The analyzers of a clinical laboratory can communicate with the LIS
unidirectionally or bidirectionally. Unidirectional analyzer communication
typically refers to reporting of results to the LIS with no input from the
latter during the testing process. Alternatively, analyzers that bidirection-
ally communicate with the LIS are able to receive orders from the LIS and
then send results back. Many analyzers have the ability to read bar codes
off specimen containers to identify which samples are about to be
processed and send corresponding specimen status updates to the LIS.

RELEASING RESULTS

Regardless of whether the results are manually entered or automatically
transferred, the computer performs a validity check on the results once

Physician can view the results on the HIS screen. Reports are printed when needed from the LIS.

they are received. Panic values can be flagged by the LIS once a valid result
is determined to fall into a critical range. Autovalidation protocols can be
used to automatically release results without review by the technologist or
pathologist.

REPORTING RESULTS

Laboratory results can be electronically reported to a variety of clinical
systems, including the HIS, the electronic data repository (EDR), the
EMR, and state or federal public health agencies (White, 1999). The
proliferation of different communication technologies allows a number of
ways of reporting results to physicians, especially time-sensitive critical
values. Computerized alerts can assist in improving the timeliness of
reporting and clinicians’ responses to laboratory values (Staes, 2008). For
routine test results, the advent of the WWW allows a physician to review
at his convenience the patient’s results on the HIS screen and print as
needed. The HTML code in web pages can generate new content auto-
matically in response to user commands and therefore is well suited
to automating report generation and facilitating custom data searches
(Yearworth, 1998; Lowe, 1996). Data in the EDR can be transferred
in batches to an electronic data warehouse, where algorithms can be
performed to reveal general patterns and potentially assist in developing
new knowledge about disease (Elevitch, 1999).

BIOINFORMATICS

Bioinformatics most commonly refers to the division of informatics that
studies how information is stored in biological systems, from the molecular
to the macromolecular level, with a large part of the focus being on DNA,
RNA, and protein sequences (Sinard, 2006). As Batley and Edwards have
noted, numerous improvements in DNA sequencing technology have led
to a corresponding marked increase in the quantity of sequence data gener-
ated, which provides a challenge for bioinformatics in terms of manage-
ment, storage, and visualization (Batley, 2009). Implemented properly,
informatics can facilitate patient registration, specimen tracking, tissue
cataloging, quality assurance, and specimen availability (Qualman, 2003).
Research is currently under way that would eventually allow a patient’s
genetic profile to be handled by, or communicated to, the EMR. In turn,
the EMR could then fulfill a valuable role by providing the information
contained in the patient’s bioinformatics profile to help pathologists and
clinicians in determining the optimal diagnostic tests and/or therapeutic
measures, respectively.
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Figure 11-4 The role of the laboratory information system (LIS) in admission—discharge-transfer (ADT) and in processing orders and results. (Adapted from Lifshitz MS,
Blank GE, Schexneider KI. Clinical laboratory informatics. In: McPherson RA, Pincus MR, editors. Clinical Diagnosis and Management by Laboratory Methods, 21st ed. Philadelphia:
WB Saunders; 2007.) EDR, Electronic data repository; HIS, health information system; POCT, point-of-care testing.

IsSUES REGARDING IMPLEMENTATION

Although the opportunities to streamline workflow offered by computing
technology are numerous, there are also a number of potential pitfalls
and opportunities for error of which diligent informaticians should be
aware.

When deciding to purchase hardware or software for the laboratory, a
request for proposal (RFP) should be submitted to the vendor. The main
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component of the RFP is a detailed listing of required functionality and
features. The RFP asks the vendor to specify whether specified capabilities
are present and to provide corporate information, pricing, and details of
other attributes of the system. The RFP responses become part of the final
contract. A different model is the application service provider (ASP)
model, which is composed of a contractual agreement: The provider deliv-
ers service(s) remotely over a network, and the vendor manages everything
(hardware, software, security, upgrades). Often there is a fixed subscription



fee, which may be per transaction or a flat rate. Another type is the service
level agreement (SLA), which is a contract that defines the technical and
business parameters of the relationship between IT vendor and client,
particularly for an ASP arrangement. The key terms of the SLA are respon-
sibility (who does what), performance, and remediation for resolving prob-
lems. Quantifiable metrics such as system uptime (%), system response
time, and time to address problem calls need to be specified. Lack of
appropriate attention to these issues can cause considerable logistical and
operational problems down the road.

One of the most critical features of an information system is the
assurance that data that are transferred from one system to another are
accurate and valid. The CAP Laboratory General Checklist Questionnaire
requires periodic verification of data sent from the LIS to other computer
systems. Absence of proof of fulfilling this requirement is a phase II
violation.

Because many pathology practices evaluate patient samples from
independent private physician offices, in addition to those from their
own institutions, patients will need a unique identifier generated by the
clinical information system (CIS); the CIS will also have to be able to
store and link together all identifiers generated for this same patient if and
when the patient ends up submitting additional specimens within the
hosting institution.

Security is of paramount concern when it comes to transferring patient
data many times over a network. To comply with HIPAA, all laboratories
should have safeguards in place to ensure that patient data are accessed
only by appropriate individuals in appropriate circumstances. This is
essential not just with transfer of data between information systems, but
also with electronic correspondence (e.g., e-mail), which laboratory per-
sonnel frequently use.
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THE FUTURE OF INFORMATICS

With the emergence of new technologies, especially in the realm of bio-
informatics, the roles of pathologists and of the laboratory will undoubt-
edly be redefined over time. Microfluidic instrumentation is being applied
to common laboratory techniques, essentially providing a “lab-on-a-chip”
solution that allows a patient-centric approach to testing, and may eventu-
ally perform at levels comparable to centralized analyzers (Yager, 2006).
The efforts of Patel et al. (2007) in creating an informatics model for
sharing information involving tissue banks from different institutions dem-
onstrate how standardized communication protocols and shared common
data elements allow free exchange of information to assist with research
projects, thus enabling any laboratory to have a role in real-time collabora-
tion in research. As society in general continues to become more knowl-
edgeable about information technology, many patients may entrust private
companies to safeguard their personalized health information; the labora-
tory will have to be able to communicate with those companies. Further-
more, as point-of-care (POC) instrumentation becomes more prevalent in
the clinical marketplace, cross-talk between the clinical laboratory and
POC centers (surgical suites, operating rooms, physicians’ offices, etc.)
may be warranted toward accessioning a patient’s laboratory data set for
efficient patient management and avoiding testing redundancy.

With all these developments taking place, the traditional role of the
pathologist as one who provides data and interpretation to the clinician
from which a therapeutic decision will be made will be expanded to include
bioinformatics design and management. The pathologist will have to use
informatics tools that span different diagnostic methods to integrate all
available data and produce an outcomes-based treatment recommendation
for optimal patient care.
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KEY POINTS

Costs can be described in different ways, depending on how they
relate to laboratory operations (direct/indirect), change with test
volume (variable/fixed), pertain to staffing (salary/nonsalary), or are
associated with the useful life of supplies or equipment (operating/
capital). Cost per reportable result is a key indicator.

Reimbursement for laboratory services comes mostly from third-party
payers such as Medicare (government) and insurance companies
(nongovernment/private insurance), and payments are almost always
less than charges.

Inpatient laboratory testing charges are usually not reimbursed
directly; they are considered part of a per diem rate (i.e., general
hospital daily room reimbursement rate) or a case rate, such as
diagnosis-related group rate (i.e., set rate for the entire hospital stay,
regardless of actual length of stay). Thus, inpatient laboratory testing
is usually considered a “cost center.” In contrast, outpatient
laboratory charges are reimbursed directly; therefore, outpatient
testing is usually considered a “revenue center.”

For reimbursement purposes, Current Procedural Terminology codes
describe tests and International Classification of Diseases, Ninth
Revision codes describe the diagnosis. Medical necessity requirements
may limit reimbursement to those tests associated with specific
predefined diagnoses.

Budgeting is the process of planning, forecasting, controlling, and
monitoring the financial resources of an organization.

A variety of financial tools are used to evaluate a capital project, such
as purchasing a chemistry analyzer. These measure how long it takes
to recoup an investment (payback) and how much it generates in
today’s dollars (net present value) and its rate of return (internal rate
of return).

Laboratory equipment can be acquired in different ways, including
purchase, lease, and per-test payment. Each has pros and cons.

Every organization, no matter the products or services it provides, must
be concerned with the management, oversight, and accounting of its
monetary resources. To sustain a viable, competitive entity, an organization
not only must recoup the cost of operations, but must have a positive
net income to reinvest in itself. The laboratory is no exception. To be
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successful in the financial management of the laboratory, the director/
manager must be able to identify and categorize costs, understand the
relationships between revenue and reimbursement, become familiar with
the budget process, and use financial ratios and information to make sound
decisions. Credibility with administrators and colleagues demands that the
director/manager be comfortable and confident when explaining financial
issues and when justifying the need for additional resources.

INDUSTRY OVERVIEW

Most industries in the United States are subject to traditional free-market
competition. However, this principle does not fully apply to health care
because relatively few people who use health care pay directly for it. Most
people are beneficiaries of some form of health insurance. This, in com-
bination with the increasing numbers of uninsured and underinsured, has
led to a system that provides services even when no one pays adequately
for them. Most medical claims are paid by a “third party” such as the
government (Medicare, Medicaid) or a private insurance company. Thus,
someone other than the patient usually pays the provider of health care
services (Snyder, 1998).

The health care industry is one of the largest industries in the United
States and continues to be a growing sector of the gross domestic product,
having increased from 5.1% ($27 billion) in 1960 to 16.2% ($2.2 trillion)
in 2007 (CMS, 2010a). Hospitals continue to be a driving force behind
escalating health care costs. Most U.S. hospitals are tax exempt, not-for-
profit entities. Though “not-for-profit” suggests that no profit is made, it
actually means that profits are not distributed to owners or shareholders;
instead, profits are reinvested in the organization. Historically, not-for-
profit status led hospital administrators to be less profit conscious than
counterparts in other businesses. However, today’s hospitals are having a
difficult time just covering operating costs, given dwindling reimburse-
ment and increasing supply and labor costs. With scarce money left for
capital reinvestment in equipment, buildings, facilities, and technology,
hospitals are aggressively seeking new ways to produce a profit to invest

for the future.

DEFINING AND IDENTIFYING COSTS

A cost (expense) is the supply, labor, and overhead money spent on a
product or service (Travers, 1997). It is important to understand costs to
accurately price tests and other services, to determine when and how to
offer new tests, and to determine whether to acquire new outreach client
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Cost Classification

Salary
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Figure 12-1

business or a managed care contract. Costs can be classified in different
ways (Table 12-1).

Direct costs are expenses that can easily be traced directly to an end
product. In the laboratory setting, the end product is a billable test.
Examples are reagents, consumables, and hands-on technologist time.
In contrast, indirect costs are not directly related to a billable test, but
are necessary for its production. Indirect costs are often referred to as
overhead. Examples are proficiency testing and utility expenses.

Variable costs change proportionately with the volume of tests. As test
volume grows, so do reagent costs. If the reagent cost per test is $1.00,
when 1000 tests are performed, the reagent cost is $1000; when 20,000
tests are performed, the reagent cost is $20,000. Fixed costs do not change
with the volume of tests performed. If a laboratory pays $5000 per month
to rent its space, this expense remains the same if the laboratory produces
1000 or 20,000 tests per month (Fig. 12-1).

Because fixed costs do not vary with activity, the goal is to produce as
much as possible from fixed costs to achieve economies of scale. The more
that is produced, the lower is the fixed cost per activity. In the preceding
scenario, if the laboratory produced 1000 tests, the fixed cost per test is
$5.00; with 20,000 tests, the fixed cost per test falls to $0.25. Note that
even some fixed costs have a variable component. For example, if an instru-
ment’s capacity is 20,000 tests per month and the volume increases beyond
that, another instrument will have to be purchased, increasing the fixed
costs per test. Fixed costs that change with increments of volume are called
Step costs.

Salary costs need to be looked at differently from nonsalary costs because
salary costs have fringe benefits associated with them. Salary expenses
account for approximately 60%-80% of the laboratory budget. Because
salary expenses are generally fixed, it is important to strive for economies
of scale. The hourly pay or salaried wage of an employee is not the entire
cost of employment. Fringe benefits such as Social Security, health insur-
ance, tuition reimbursement, pension plans, and life insurance can repre-
sent an additional 16%-28% expense above the base salary. Costs are also
associated with the recruitment, interview, and selection process. Once an
employee is hired, orientation, training, and ongoing growth and develop-
ment costs are incurred.

1
3500

1 1 1 1 1
4000 4500 5000 5500 6000 6500

Fixed costs such as rent remain constant. Variable costs such as reagents are directly proportional to test volume.

Operating costs are the expenses incurred to produce a product or
service. Many items have only a one-time use, and once used the item has
no further value. Examples of one-time operating costs include reagents,
electricity, disposable pipets, and the salary expense in the production of
a test. Other items, such as analytic equipment, computers, and the physi-
cal plant, have a useful life greater than one production cycle. These items
are capital items. To qualify as a capital item, the item must meet three
criteria: Time, price, and purpose. To meet the time criterion, the item
must have a useful life of longer than 1 year. The institution must desig-
nate a minimum dollar amount, usually $1000-$5000, that qualifies an
item as capital. The purpose of acquiring capital items is usually to replace
older equipment with safer and more efficient models, or to add new
equipment to support new products or services. With time, capital equip-
ment loses its value. The annual loss of a capital item’s value is called
depreciation and is an annual expense that is deducted from the revenue of
a business. Depreciation is not a cash expense (i.e., you do not “pay it”
each year), but it is a real expense in that it recognizes the “wearing out”
of an asset that was acquired with cash and eventually will have to be
replaced. If an analyzer has not yet been fully depreciated, it still has
“book value.” Note that operating and capital costs are budgeted
separately (see later).

The cost of producing a test can be derived in different ways. Microcost-
ing determines the total direct labor and supply costs of producing a test,
and is the starting point for determining the fully loaded cost and ulti-
mately the price for a test. Most testing in the clinical laboratory is per-
formed in batches or continuous “runs” of many samples during one or
more shifts. A run can be a group of tests that are performed once or many
times during a shift or an entire 24-hour period. A run includes all quality
control and calibration costs needed to produce patient results. When
microcosting a test, it is important to consider how a test is performed
because labor and supply costs vary according to workflow and laboratory
policy for quality control and repeats. The cost per reportable result (CPRR)
distributes the total direct costs of a run over the patient “reportable”
results for that run. Testing efficiency is defined as the total reportable
patient results/total test results. Thus, the more repeats and controls are
performed, the lower is the efficiency, and the higher is the CPRR. As
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testing efficiency increases, the CPRR decreases. The incremental cost is the
cost of producing one additional test that, typically, does not require addi-
tional salary or capital. For example, the incremental cost of running a
chemistry test is usually the cost of dispensing reagent for one additional
test, assuming there are no sample collection costs. Other associated costs,
like technologist time, equipment, or quality control, are fixed costs that
are incurred irrespective of the additional test. The incremental cost is
usually the lowest possible cost incurred to produce a result. It is best used
to assess how much it costs to produce small increments in test volume.
As volume grows, a laboratory may need additional staff and equipment,
and these costs would have to be included in the incremental costing
analysis. Incremental costing is especially useful when one is trying to
determine whether additional outreach work is profitable or not. The fully
loaded cost for a test is the sum of direct and indirect costs. The allocation
of indirect costs is usually done using a formula. The goal of allocating
indirect costs is to apply the costs based on the strongest correlation

TABLE 12-2

between the indirect cost and to what it is being applied. For example,
utilities could be based on departmental square footage, while human
resources costs could be based on the number of employees in the depart-
ment. Make versus buy decisions should be based on the fully loaded cost
to produce the test compared with the price offered by a commercial or
reference laboratory. If it costs more to produce a test than to buy it from
another supplier, the test should be considered for outsourcing. However,
when make versus buy decisions are made, cost is only one factor to con-
sider. Medically necessary turnaround time, methods, and reliability of the
potential alternative supplier should also be considered. The price charged
for a test needs to be marked up (increased) from the fully loaded cost to
realize a profit. One must also take into consideration the expected collec-
tion rate, relative to charge. The contribution margin is the balance remain-
ing after the fully loaded costs are deducted from the price charged for a
test. Table 12-2 demonstrates various ways to determine the cost of a test
and how to establish its charge.

Test Cost Analysis

Test: Prostate-Specific Antigen

A. Microcosting: Instrument Run of One Reportable Test

Direct Labor

Determine the total “hands-on” time in minutes required to perform an instrument “run” of one patient test. Assume labor cost is $20 per hour.

Prepare specimen

Prepare reagents

Prepare instrument

Computer and/or worksheet setup

Documentation of results/quality control/maintenance
Clean-up

Total direct labor

Direct Supplies

Minutes Expense

5
10
10
5
10
10
50 $16.67

List all consumables needed to perform the test. Note 4 tests (1 sample and 3 controls) are needed to produce 1 patient reportable result.

Calibration costs should be added if they are required with each run.

Reagent ($700 kit/100 tests)

Disposable pipets ($10/100 pipets)

Disposable reagent cups ($10/200 cups)

Low, medium, and high control material (0.05 mL/test @ $20/mL)
Total direct supplies

Total direct costs

Cost per reportable (total direct cost/reportable results)

Testing efficiency (reportable patient results/tests)

B. Microcosting: Instrument Run of 15 Reportable Tests

Direct Labor

Unit cost Units Expense
$7 4 $28.00
$0.10 4 $0.40
$0.05 4 $0.20
$1 3 $3.00

$31.60
$48.27
$48.271 $48.27

1 result/4 tests 25%

For a group of tests run on automated analyzers, use direct labor expense from microcosting. For manual batch testing, direct labor costs may
apply to each batch; additional labor time studies may be necessary to derive accurate data.

Total direct labor per batch (same as microcosting in this example)

Direct Supplies

Minutes Expense

50 $16.67

Note: 18 tests (15 samples and 3 controls) are needed to produce 15 reportable results. Fixed costs (controls) are spread over more than 1 sample,

in contrast to first example.

Reagent ($700 kit/100 tests)

Disposable pipets ($10/100 pipets)

Disposable reagent cups ($10/200 cups)

Low, medium, and high control material (0.05 mL/test @ $20/mL)
Total direct supplies

Total direct costs

Cost per reportable (total direct cost/reportable results)

Testing efficiency (reportable patient results/tests)
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Unit cost Units Expense
$7 18 $126.00
$0.10 18 $1.80
$0.05 18 $0.90
$1 3 $3.00

$131.70
$148.37
$148.37/15 $9.89

15 results/18 tests 83%

Continued



TABLE 12-2

Test Cost Analysis—Cont’d

C. Incremental Cost: Cost for One More Test

Reagent ($700 kit/100 tests)

Disposable pipets ($10/100 pipets)
Disposable reagent cups ($10/200 cups)
Total

D. Fully Loaded Cost

Direct cost (cost per reportable result for typical size run) from Example B above
Indirect cost (estimated by typical hospital as 2.5 x direct costs)

Fully loaded cost

E. Contribution Margin

Example of Charging a 20% Mark-up for Laboratory Tests
Fully loaded cost plus 20% mark-up

(test charge at list price)

Fully loaded cost from Example D above

Contribution margin

*This analysis is for illustration purposes only.

TABLE 12-3

Units Expense
1 $7
1 $0.10
1 $0.05
$7.15
Unit cost Units Expense
$9.89
$24.73
$34.62
$34.62 x 1.2 $41.54
($34.62)
$6.92

Reimbursement Comparison for PSA by Payer Type

List price Reimbursement terms

Amount paid Contractual allowance

Inpatient

Managed care (HMO) $41.54 No separate reimbursement for laboratory tests because 0 N/A
they are included in the contracted per diem rate

Medicare $41.54 No separate reimbursement for laboratory tests because 0 N/A
they are included in the DRG rate

Outpatient

Indemnity insurance $41.54 Usual and customary charge (UCC) is $38; insurance $30.40 $11.14
pays 80% of UCC.

Managed care (PPO) $41.54 Contract pays 110% of Medicare fee schedule ($25.70 $28.27 $13.27
for PSA).

Managed care (HMO) $41.54 No separate reimbursement for laboratory tests because N/A N/A
of capitation arrangement: laboratory receives per
member per month payment irrespective of usage

Medicare $41.54 Medicare fee schedule $25.70 $15.84

DRG, Diagnosis-related group; HMO, health maintenance organization; N/A, not applicable; PPO, preferred provider organization; PSA, prostate-specific antigen.
*Reimbursement amounts are for illustrative purposes only and may not accurately reflect current Medicare reimbursement.

The total cost of ownership (TCO) for a laboratory is the life cycle cost
of its capital assets. It focuses attention on the sum of all costs of owning
and maintaining all assets for a specific service or product, as opposed to
the initial capital or operating costs. In the laboratory, TCO includes
acquisition, setup (construction, training), support (ordering supplies,
dealing with back orders), ongoing maintenance (scheduled and unsched-
uled downtime), service, and operating expenses (reagents, controls, repeat
testing, inventory control, proficiency testing, testing personnel, supervi-
sory personnel) of a specific workbench and its associated testing instru-
mentation. TCO is useful in considering make versus buy decisions, but
determining an accurate T'CO can be very difficult.

REVENUE

Revenue is the total price of services rendered or products sold
(Harmening, 2007). It is the money a business is entitled to receive for the
services and products it produces. In health care, revenue should not be
confused with reimbursement or cash collected. Gross patient revenue con-
sists of the total charges at a facility’s full-established rates (list price) for
provision of inpatient and outpatient care before deductions from revenue
are applied. Net patient revenue is the gross inpatient and outpatient revenue

minus all related deductions. Deductions from revenue include contractual
adjustments, provision for bad debts, charity care, and other adjustments
and allowances that reduce gross patient revenue. Contractual adjustments
account for the difference between billings at full-established rates and
amounts received or receivable from third-party payers under formal con-
tract agreements. For example, if the list price of a test is $10 but the
contracted payment from the insurance company is $6, the adjustment is
$4. If all deductions and contractual allowances are correct, net patient
revenue should equal cash collected, or $6 in the above example.

In health care, it is important to distinguish between inpatient and
outpatient care because they are reimbursed differently. Inpatient labora-
tory testing charges usually are not reimbursed separately; they are con-
sidered to be part of a per diem rate (i.e., general hospital daily room
reimbursement rate) or diagnosis-related group (DRG) rate (i.e., set rate
for the entire hospital stay, regardless of actual length of stay). Thus,
inpatient laboratory testing is considered a “cost center.” The hospital is
paid the same rate regardless of how many tests are provided. In contrast,
outpatient laboratory testing is a revenue center because each test is sepa-
rately reimbursed, usually by a third party (Table 12-3). Thus there is a
financial disincentive to perform inpatient tests and an incentive to perform
outpatient tests.
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PAYERS AND REIMBURSEMENT

Hospitals in early America served a different purpose from those of today.
A visiting physician usually provided health care in the patient’s home,
and care was administered by family members, midwives, and servants.
Early hospitals were founded to shelter older adults, the dying, orphans,
those with mental illness, and vagrants, and to protect the citizens
of a community from contagious diseases and the dangerously insane.
Many of today’s county, municipal, or religious order hospitals were
originally a combination of these almshouses and isolation hospitals
(Sultz, 2009).

The transformation of hospitals from charitable institutions to complex
technical organizations came about with the passage of the Hill-Burton
Hospital Construction Act of 1946 and the growth of private hospital
insurance. The Hill-Burton Act provided federal money to the states to
plan and construct new facilities. The first private health insurance policy
was formed by a group of teachers and Baylor Hospital in Dallas, to
provide coverage for certain hospital expenses. This arrangement created
the model for the development of what was to become Blue Cross Insur-
ance. The development of health insurance to provide reimbursement for
routine medical care carried gigantic implications. The original concept
of any insurance was to guard against the low risk of a rare occurrence
such as premature death or accident. Today’s health insurance provides for
coverage of routine, predictable services, as well as unforeseen illnesses
and injuries (Sultz, 2009).

PRIVATE INSURANCE

Private health insurance falls into two main categories: indemnity and
managed care. Indemnity plans, also known as fee-for-service, are tradi-
tional insurance plans that give patients absolute freedom to choose their
physicians and medical facilities. Insurance companies usually require the
beneficiaries to fulfill a yearly deductible, usually between $300 and $500
per person per year. After the deductible is fulfilled, the insurance company
pays a certain coinsurance rate of the usual and customary charge (UCC).
The UCC (or fee schedule) is set by the payer and is usually less than the
actual billed charge, in which case the patient may be responsible for the
balance. Generally, the coinsurance is split 70%/30% or 80%/20%, where
the insurance company pays the higher percentage and the insured the
lower. Indemnity plans were the mainstay of the health insurance world
before the 1980s. Today, managed care is the norm. Some employers still
offer indemnity plans despite their high premium payments to allow their
employees the freedom to choose medical services.

As an alternative to indemnity health insurance, managed care was
introduced in 1973 with the passage of the Health Maintenance Organiza-
tion Act. This Act encouraged and funded the development of health
maintenance organizations (HMOs) as a strategy to contain the rising cost
of health care (Sultz, 2009). HMOs utilized managed care features that
coupled health care reimbursement with delivery of service and allowed
payers significant economic control over how, where, and what services
were delivered. Common features in managed care include the following:
specific physicians and hospitals are selected to care for members; referrals
from a case manager are usually necessary for specialty or inpatient ser-
vices; and providers share in the financial risk through capitation agree-
ments and per diem rates.

Capitation agreements pay the service provider (e.g., physician) a fixed
dollar amount per member per month (PMPM). From this amount, the
provider agrees to cover all care for plan members. For example, if a labo-
ratory signs a capitation agreement to accept $1.50 PMPM for the outpa-
tient testing needs of 2000 HIMO members, the laboratory receives $3000
per month, and $36,000 per year. If it costs the laboratory more than
$36,000/year to provide the services, it realizes a financial loss; if it costs
less than $36,000, it realizes a profit. In a capitation testing agreement, a
laboratory assumes the risk of spending more than it is paid. One key to
managing this risk is gaining access to test utilization of plan members and
accurately assessing laboratory costs.

Per diem rates are negotiated with hospitals to provide all necessary
care and services for managed members requiring inpatient care.
Reimbursement for any laboratory testing during the inpatient stay is
included in the per diem amount. As with capitation, if it costs more
to provide inpatient services than the per diem rate, the hospital is at
financial risk.

Sometimes, a service is separately negotiated (i.e., it is not included as
part of the capitation or per diem rate). This is called a “carve out.” Eso-
teric and expensive tests (chromosome analysis, certain molecular testing)
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should be targeted as carve outs from capitation outpatient laboratory
testing agreements. A negotiated fee-for-service price for these tests is
appropriate. By excluding these tests from capitation, one can avoid huge
financial losses due to unexpectedly high utilization of these costly
services.

GOVERNMENT PAYERS

Medicare is federal health insurance for individuals age 65 and older, indi-
viduals who are permanently disabled, and those with end-stage renal
disease who have met the specified waiting period. Medicare was estab-
lished in 1965 by Title XVIII of the Social Security Act. It is administered
by the Centers for Medicare and Medicaid Services (CMS), a division of
the U.S. Department of Health and Human Services (HHS). Coverage is
provided under Parts A, B, C, and D. Claims are processed by CMS-
approved contractors. These contractors are usually private companies that
serve as fiscal intermediaries (generally processing Part A claims) and car-
riers (generally processing Part B claims). However, CMS is moving to a
new model, whereby the Medicare Administrative Contractor (MAC) will
administer both Part A and Part B claims via 15 MAC jurisdictions. For a
clinical laboratory to qualify for Medicare/Medicaid reimbursement, the
laboratory must maintain Clinical Laboratory Improvement Act of 1988
certification (Washington G-2, 2009).

Medicare Part A covers inpatient hospitalization, hospice care, skilled
nursing care, and home health care. Coverage is automatic for those who
are eligible. Before the Tax Equity and Fiscal Responsibility Act of 1982
(TEFRA), inpatient hospitalization was reimbursed on a retrospective
cost-based system. This system paid hospitals for all costs incurred during
an inpatient stay. After TEFRA, the system switched to a prospective
payment system (PPS), which reimbursed hospitals on the basis of preset
payments for services provided to patients with similar diagnoses. With
this DRG payment system, hospitals are reimbursed the same amount for
a specific DRG no matter how many discreet units of services are provided.
Thus, hospitals can earn a profit or realize a loss on each inpatient stay,
depending on whether their costs are lower or higher than the DRG
payment. The aim of the PPS, with its fixed DRG reimbursements, was
to force hospitals to contain costs by reducing the length of stay and
eliminating unnecessary and/or overutilized services (Sultz, 2009).

Medicare Part B covers outpatient laboratory tests, physician profes-
sional services, and other medical services and devices. Coverage is not
automatic. Eligible beneficiaries must enroll for Part B coverage and pay
premiums. Beneficiaries must pay an annual deductible and a 20% copay-
ment for all Part B services, except for clinical laboratory testing, which is
covered in full, provided certain conditions are met (see later).

The Part B fee schedule plays an important role in reimbursement
because it is a baseline that nongovernment payers use to establish their
own rates. For example, a private insurance company may set its fee
schedule at 110% of the Part B fee schedule.

Medicare Part C (also known as Medicare Advantage) is an alternative
to the traditional Part B fee-for-service program. It is designed to reduce
patient “out of pocket” costs by providing services through health main-
tenance organizations and other managed care service models. Medicare
Puart D provides prescription drug coverage.

Medicaid is a Federal program that offers health care coverage for
select low-income families. It was authorized in 1965 as a Federal/State-
sponsored program designed to pay medical costs for certain families with
low income or inadequate resources. Eligibility extends to people who are
aged, blind, or disabled, and those in families with dependent children.
Although Medicaid is a Federal program, it is under the jurisdiction of
each individual state. This means that each state determines who is eligible,
the range of health services offered, and how they are reimbursed. It is a
common misconception that Medicaid covers health care costs for all low-
income persons. Medicaid does not provide paid medical assistance to
every single poor person. To receive medical assistance, a person must
meet eligibility requirements.

REIMBURSEMENT CODING SYSTEMS

To be paid, a medical claim must document the patient’s medical condition
(or diagnosis) and must list the services (or tests) provided. This informa-
tion is conveyed via a standardized coding system, recognized by all
government and private payers: Healthcare Common Procedure Coding
System (HCPCS) codes describe the test or service (HCPCS 2010, 2009),
and International Classification of Diseases, 9th Revision with Clinical
Modification (ICD-9-CM), codes describe the patient’s condition or



diagnosis ICD-9-CM 2010, 2009). These coding standards allow data to
be accurately communicated among physicians, patients, and third-party
payers.

yHCPCS was developed in 1983 and consists of two levels of codes.
Level I is the Current Procedural Terminology (CPT) coding system and
is used to identify nearly all clinical laboratory tests and most medical
services (CPT, 2009, 2010). CPT codes are assigned by the American
Medical Association (AMA) and are reviewed and updated annually to keep
current with changes in technology and medical practice. Each CPT code
consists of five digits and a description of the test or service. For example,
the CPT code for a total prostate-specific antigen (PSA) test is 84153.

Level I HCPCS codes are assigned by CMS. CPT does not contain
all the codes needed to report services or to describe special circumstances
that may apply to Medicare. CMS developed this second level of codes to
fill the gap. HCPCS Level II codes begin with a single letter (A through
V) followed by four digits. These codes are updated annually by CMS. An
example of Level II coding is prostate-specific antigen for cancer screen-
ing, G0103. Note that CMS treats this test differently than the PSA CPT
code described earlier, even though the tests are identical to those of the
laboratory. This allows CMS to assign different criteria for reimburse-
ment, based on why a test is ordered.

The ICD-9 was originally developed by the World Health Organiza-
ton (WHO) as a classification system for reporting of mortality and
morbidity statistics by physicians throughout the world. The ICD-9-CM
is a U.S. clinically modified revision of the WHO’s ICD-9. This modifica-
tion is maintained and updated by the National Center for Health Statis-
tics. These modifications assist health care providers to index patient
records, retrieve case data for clinical studies, and submit claims for health
care services. It is worth noting that the WHO has already developed
ICD-10, and HHS has set a deadline of October 1, 2013, for adoption of
ICD-10 in the United States (Washingon G-2, 2009).

WHY ACCURATE CODING IS IMPORTANT

Correct coding is important for three reasons. First, one should be paid
for services rendered. Insufficient or incorrect coding may yield lower
reimbursement than is rightfully due. Second, one must not receive more
reimbursement than is rightfully due. Coding for services not provided or
assigning a code that recoups more reimbursement (this practice is known

TABLE 12-4

as “up-coding”) is illegal and constitutes fraud. Third, one must comply
with medical necessity requirements established by CMS for Medicare
patients. These policies define under what conditions a test is considered
“medically necessary” and thus reimbursable. Certain tests are considered
“medically necessary” only if they are associated with specific diagnoses.
Thus, reimbursement depends on whether the diagnosis or medical condi-
tion code (ICD-9 code) supports the test code (HCPCS code). For
example, “malignant neoplasm of the prostate” supports the medical neces-
sity of doing a PSA test, so Medicare would pay for the test; in contrast,
“congestive heart failure” is not considered a medically necessary reason
for a PSA test, so the test would not be reimbursed. Note that a physician
(or other provider) can order any test on a patient, even if it is not “medi-
cally necessary,” but it will not be reimbursed.

Most laboratory fee schedules are set by the local Medicare contractor
(fiscal intermediary or carrier). Historically, each contractor established
separate guidelines for determining which tests were subject to medically
necessary diagnosis codes. Local medical review policies and local coverage
decisions differ from one carrier to another, making it very difficult to
submit and process claims. In some instances, a diagnosis code valid for a
test from one carrier may not be considered medically necessary by another
carrier. In an effort to standardize all carrier reimbursement guidelines
for specific outpatient laboratory tests, 23 tests have been assigned
national coverage decisions (NCDs); these medical necessity guidelines apply
to all carriers in the country. See Table 12-4 for the list of NCD tests
(CMS, 2010b).

Coding at any level should be as specific as possible. Medicare contrac-
tors employ the national Correct Coding Initiative to ensure correct
coding practices based on the codes defined in the AMAs CPT code set
(Washington G-2, 2009). These software edits flag inappropriate code
combinations that should not be billed together for the same patient on
the same day of service. Medicare has also added a system of medically
unlikely edits (MUEs) that limit the units of service payable for a particular
CPT code per patient, per provider, per day of service. Claims that exceed
the MUE are rejected. Most analytes or tests have a specific CPT, similar
to that of PSA. However, sometimes a new test does not have its own code.
When that happens, the test must be identified by the method used to
perform the analysis (e.g., 82486-Chromatography or 835 19-Immunoassay,
radioimmunoassay). A method code is usually reimbursed at a lower rate
than a CPT code for a specific analyte.

National Coverage Determinations for Laboratory Testing (CMS, 2010b)

General testing category

Alpha-fetoprotein
Blood counts

Blood glucose testing

Carcinoembryonic antigen

Collagen crosslinks, any method

Digoxin therapeutic drug assay

Fecal occult blood test

Gamma-glutamyl transferase

Glycated hemoglobin/glycated protein
Hepatitis panel/acute hepatitis panel

Human chorionic gonadotropin

Human immunodeficiency virus (HIV) testing (diagnosis)
HIV testing (prognosis, including monitoring)
Lipids

Partial thromboplastin time

Prostate-specific antigen

Prothrombin time

Serum iron studies

Thyroid testing

Tumor antigen by immunoassay CA 125
Tumor antigen by immunoassay CA 15-3 (CA 27.29)
Tumor antigen by immunoassay CA 19-9
Urine culture, bacterial

CPT codes included

82105

85004, 85007, 85008, 85013, 85014, 85018, 85025, 85027, 85032,
85045, 85049

82947, 82948, 82962

82378

82523

80162

82270

82977

82985, 83036

80074

84702

86689, 86701, 86702, 86703, 87390, 87391, 87534, 87535, 87637, 87538
87536, 87539

80061, 82465, 83715, 83716, 83718, 83721, 84478
85730

84153

85610

82728, 83540, 83550, 84466
84436, 84439, 84443, 84479
86304

86300

86301

87086, 87088, 87184, 87186
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Certain tests that are performed together (i.e., as a panel) must be
coded correctly. Ten panels have been approved by the AMA (Table 12-5).
When these panels are performed, they must be coded with the unique
panel code and not by each individual test’s CPT code. Reimbursement is
much lower for a panel than it is for the sum total reimbursement of each
test. Coding for each individual test component as opposed to one panel
code is considered “unbundling,” which is a fraudulent billing practice.

Professional pathology physician services (e.g., test interpretation, slide
review) are not included in the laboratory fee schedule. They are paid
by the Medicare physician fee schedule, which uses a resource-based
relative value scale to determine the payment based on a service’s
relative value unit. These amounts are adjusted to reflect local economic
factors. Unlike the laboratory fee schedule, these professional services are
subject to the annual deductible and the 20% copayment (Washington
G-2, 2009).

MEDICARE REIMBURSEMENT

Medicare is the largest insurance program in the country. In many hospi-
tals, it accounts for 25%—40% of all revenue. Outpatient services are
reimbursed differently from inpatient ones.

Medicare Inpatients

DRGs make up a patient classification system that is used to reimburse
inpatient (Part A) hospital costs for Medicare patients. Although the costs
associated with inpatient clinical laboratory tests are included in the DRG,
it does not cover physician services (Part B). After a Medicare patient has
been discharged from the hospital, the patient’s medical record is reviewed
by health information management coders and is assigned appropriate
ICD-9-CM and HCPCS codes for one or more diagnoses and procedures
for the inpatient stay. These codes along with the patient’s demographic

AMA Organ or Disease-Oriented Panels (CPT, 2009)

TABLE 12-5
CPT Panel
80047 Basic metabolic

panel (calcium, ionized)

80048 Basic metabolic panel (calcium, total)
80050 General health panel

80051 Electrolyte panel

80053 Comprehensive metabolic panel
80055 Obstetric panel

148

Required components

Calcium, ionized (82330)
Carbon dioxide (82374)
Chloride (82435)
Creatinine (82565)
Glucose (82947)
Potassium (84132)
Sodium (84295)
Urea nitrogen (BUN) (84520)
Calcium, total (82310)
Carbon dioxide (82374)
Chloride (82435)
Creatinine (82565)
Glucose (82947)
Potassium (84132)
Sodium (84295)
BUN (84520)
Comprehensive metabolic panel (80053)
Blood count, complete (CBC) (85025) or

(85027) and (85004)

OR
CBC (85027) and (85007)
or (85009)
Thyroid-stimulating hormone (84443)
Carbon dioxide (82374)
Chloride (82435)
Potassium (84132)
Sodium (84295)
Albumin (82040)
Bilirubin, total (82247)
Calcium (82310)
Carbon dioxide (82374)
Chloride (82435)
Creatinine (82565)
Glucose (82947)
Phosphatase, alkaline (84075)
Potassium (84132)
Protein, total (84155)
Sodium (84295)
Transferase, alanine amino (84460)
Transferase, aspartate amino (84450)
BUN (84520)
CBC (85025) or
(85027) and (85004)
OR
CBC (85027) and (85007)
or
(85009)
Hepatitis B surface antigen (87340)
Antibody, rubella (86762)
Syphilis test, qualitative (86592)
Antibody screen, RBC (86850)
Blood typing, ABO (86900)
Blood typing, Rh (86901)

Continued



TABLE 12-5

AMA Organ or Disease-Oriented Panels (CPT, 2009)—Cont’d

CPT Panel

80061 Lipid panel

80069 Renal function panel
80074 Acute hepatitis panel
80076 Hepatic function panel

Required components

Cholesterol, total (85465)
HDL cholesterol (83718)
Triglycerides (84478)
Albumin (82040)
Calcium (82310)
Carbon dioxide (82374)
Chloride (82435)
Creatinine (82565)
Glucose (82947)
Phosphorus, inorganic (84100)
Potassium (84132)
Sodium (84295)
BUN (84520)
Hepatitis A antibody, IgM (86709)
Hepatitis B core antibody, IgM (86705)
Hepatitis B surface antigen (87340)
Hepatitis C antibody (86803)
Albumin (82040)
Bilirubin, total (82247)
Bilirubin, direct (82248)
Phosphatase, alkaline (84075)
Protein, total (84155)
Transferase, alanine amino (84460)
Transferase, aspartate amino (84450)

ABO, Blood group; HDL, high-density lipoprotein; IgM, immunoglobulin M; RBC, red blood cell.

TABLE 12-6

National Coverage Determinations (NCDs) for Laboratory Testing (CMS, 2010)

Category Medicare coverage

LMRP or NCD tests

Provider paid according to outpatient fee schedule,

ABN necessary?

No, unless test is not “medically

if medical necessity met necessary”
FDA cleared or “homebrew” tests not Provider paid according to outpatient fee schedule, No, unless test is not “medically
included above if medical necessity met necessary”
Investigational use only or research tests Not covered, no payment Yes

(i.e., not FDA cleared)
Health and wellness screening

Not covered, with few exceptions: PAP smears
covered every 2 years for all women and every year

Yes, unless it is one of the
allowable exceptions

for those with high cancer risk or abnormal smear;
PSA covered every year for men older than 50

ABN, Advanced beneficiary nutrition; FDA, U.S. Food and Drug Administration; LMRPF, local medical review policies; PAP, Papanicolaou smear; PSA, prostate-specific antigen.

information are grouped by decision trees (this process is computerized)
into a specific DRG. Currently, more than 500 DRGs are used. CMS
assigns a weight to each DRG based on the severity of the diagnoses, the
types of procedures performed, the number of laboratory tests, the volume
and type of drugs administered, and the presence of complications or
comorbidity conditions. CMS assigns each hospital a specific rate that is
calculated on the basis of the type of facility (community hospital vs. teach-
ing hospital), the setting (urban vs. rural), and the location (West Coast
vs. Midwest). The CMS-assigned rate for the DRG is multiplied by the
hospital’s assigned rate to determine reimbursement for the hospital stay.
This amount is payment-in-full for the inpatient hospitalization. If it costs
the hospital more than the reimbursed amount to treat the patient, the
hospital must absorb the cost. The patient cannot be billed for any non-
reimbursed Part A services (Sultz, 2009).

Medicare Outpatients

For many years after the enactment of DRGs, each outpatient service
continued to be reimbursed individually (Harmening, 2007). However, the
reimbursement system changed when CMS started to implement an out-
patient prospective payment system with the introduction of the Ambula-
tory Payment Classification (APC) system in 2000. Under this system,
virtually all hospital-based outpatient services (e.g., emergency department
and clinic visits, oncology treatment and surgery) provided to Medicare
patients are reimbursed on a prospective basis according to a preset rate,

similar to DRGs. Clinical diagnostic laboratory tests are not currently
included in the APC and are still reimbursed individually on the basis of
the CMS fee schedule, with some exceptions.

Under certain conditions, Medicare does not pay for laboratory tests
(Table 12-6). If a laboratory expects Medicare to deny payment because a
test does not meet medical necessity requirements, it must inform the
patient before the service is provided. An advanced beneficiary notice (ABN)
is used to document that the beneficiary was told the test might not be
covered by Medicare, the reason(s) for the possible denial, and the decision
by the patient to pay for the test if Medicare does not reimburse or to
refuse the test entirely (Washington G-2, 2009).

An important consideration for hospitals that have laboratories that
perform outpatient testing on Medicare patients is the 72-bour rule (CMS,
2010c). This rule states that a hospital cannot bill an outpatient (Part B)
claim for laboratory tests performed within 72 hours of an inpatient admis-
sion. Outpatient testing that is performed 72 hours before the admission
must be included with the inpatient claim and is reimbursed according to
the assigned DRG for that stay. Hospital laboratories must identify out-
patient Medicare services that are affected by this rule and must make sure
they are not billed separately. A nonhospital independent laboratory is not
subject to the 72-hour rule. Thus preadmission tests performed 3 days
before hospitalization are not reimbursed if performed in the admitting
hospital’s laboratory but are reimbursed if done in an independent
laboratory.
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TABLE 12-7

Pro Forma Laboratory Budget

Category Current year Assumptions Change Projection for new year
Revenue $3,000,000 4% growth $120,000 $3,120,000
Total tests 370,000 4% growth 14,800 384,800
Revenue/test $8.11 $8.11
Expenses
Salaries $950,000 3% cost of living increase $28,500 $978,500
Laboratory supplies $421,000 4% growth (no price increase) $16,840 $437,840
Reference lab fees $250,000 4% growth $10,000 $262,600
1% price increase (on projected $2600
$260,000)
Phlebotomy supplies $35,500 4% growth $1420 $36,920
Maintenance contracts $40,000 No change $40,000
Total expense $1,696,500 $59,360 $1,755,860
Cost per test $4.59 $4.56

FINANCIAL PERFORMANCE AND
MONITORING

BUDGETING

Budgeting is the process of planning, forecasting, controlling, and moni-
toring the financial resources of an organization (Garcia, 2004). The opera-
tional budget provides a target of day-to-day revenues and expenditures that
are to be achieved in the forthcoming year.

Different budget-planning strategies are used based on the type and
seasonality of the business; however, all use a method to forecast and
project what will occur in the next budget cycle. Projections are made for
the expected increases and decreases in revenues and expenses based on
historical information and adjustments for inflation, loss of business, new
business, and new product lines. The laboratory typically uses a pro forma
budget. It provides in a pro forma or “predetermined set form” the
expected annual revenue and expense based on various projections and
assumptions, including test volume. It uses actual costs, ratios, and percent
calculations to extrapolate from historical data what the new budget will
be. Table 12-7 presents an example of a pro forma budget.

In contrast to the pro forma budget, which uses baseline data from 1
year to develop data for the next, a zero-based budget has no baseline. A
zero-based budget requires management to annually evaluate all services
and products to determine which should be funded or eliminated. Each
department manager must justify its budget as if all of its activities are new.
It assumes that no existing program is entitled to automatic budget
approval, but rather must prove its financial merit when compared with
the organization’s other programs. Programs are ranked and funded by
merit priority to the level of the organization’s available funds. Laborato-
ries use a zero-based approach to propose a new service (e.g., blood donor
program, outpatient blood collection center) or laboratory section (e.g.,
mycology) or test (polymerase chain reaction assay) (Travers, 1997).

The capital budget is used to fund large capital projects such as acquiring
an instrument or information system, or remodeling the laboratory
(Garcia, 2004). These projects may cost thousands or millions of dollars
and require several years to plan or implement. The laboratory’s proposed
projects must compete with those of other hospital departments for limited
capital dollars. Each project is evaluated (see later) and ranked on the basis
of a variety of financial and clinical factors. The operational budget must
be linked to the capital budget, for it is the revenues generated by opera-
tions that are used to fund needed capital items and projects. Operational
budgets must generate surplus revenue to fund capital projects; a business
must reinvest in itself to remain competitive.

VARIANCE ANALYSIS

The operational budget should be reviewed periodically, usually monthly,
to determine how closely the projected budget matches actual revenues
and expenses (Garcia, 2004). A variance is the difference between the
projected budget and the actual revenue and expenses (Budget — Actual =
Variance). Both favorable variances (more than expected revenue or less
than expected expenses) and unfavorable variances (less than expected
revenue or more than expected expenses) need to be analyzed. By analyzing
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a variance, one can identify whether it can be controlled or not. Once the
cause is determined, one can take necessary action to improve performance
and more accurately prepare future budgets.

If revenues (and expected test volume) are within budget, but labora-
tory supplies show an unfavorable variance, one must investigate the
reason for the discrepancy. For example, technologists may be repeating
tests too frequently, running too many controls, or scheduling work inef-
ficiently, in many small batches. This is an example of a variance that can
be controlled by the laboratory if it changes its practices. Actions to con-
sider include increasing the frequency of instrument maintenance to
reduce problems that require repeats and controls, providing staff educa-
tion to reinforce policies on when repeats and controls are needed, and
rescheduling work into more efficient batch sizes.

An example of an uncontrollable variance occurs if a hospital decides
to eliminate the cardiac chest pain service. In this scenario, a favorable
reagent expense variance (i.e., less money spent on reagents than expected)
would be related to doing fewer cardiac marker tests. A laboratory manager
can do nothing to correct this variance. However, this does not absolve
the manager from a duty to review it. One must verify the amount of the
variance and must determine if it is appropriate for the amount of lost
business. When forecasting for the next budget cycle, one should decrease
projected revenues and expenses attributed to the loss of cardiac services.

FINANCIAL REPORTING AND STATEMENTS

Managerial accounting is used to prepare and monitor budgets. Revenue
and expenses are organized into logical groupings known as cost centers
that represent a laboratory section (such as microbiology, core lab, blood
bank) or function (phlebotomy). Each cost center is subdivided into a
variety of expense and revenue categories. Salary and nonsalary expense
categories are grouped separately. Periodic review, at least monthly, of the
cost center’s accounts is needed to monitor the variances and put corrective
action in place to keep the organization on its expected financial plan.
Table 12-8 provides an example of a laboratory cost center’s accounts.

Financial accounting is a system used to report business information
to external entities such as the Internal Revenue Service or its stockholders.
Generally accepted accounting principles are used to standardize this
information. Balance sheet, income statement, and statement of cash flows
are the financial statements most commonly used to assess an organiza-
tion’s financial position. Banks and investors rely heavily on these state-
ments to determine whether to lend money to a business or to purchase
shares of stock.

The balance sheet is the statement of an organization’s financial position
at a specific point in time. This statement is usually generated at the end
of an organization’s fiscal year or at the end of the calendar year. It records
the organization’s assets (what it owns), its liabilities (what it owes), and its
equity or net worth (what is left after subtracting what it owes from what
it owns). From this statement is derived the fundamental accounting equa-
tion: Assets = Liabilities + Equity (net worth). This statement is used to
assess an organization’s level of indebtedness to what it owns.

The income statement, also known as the statement of profit and loss,
summarizes the organization’s revenues and expenses over an accounting
period, usually quarterly or annually. The income statement records all of



TABLE 12-8

Cost Center: Microbiology

Account number Account name Actual

20100 Inpatient revenue $1,414,245
20200 Outpatient revenue $906,343
Total revenue $2,320,588
40100 Salary, management $22,045
40200 Salary, technical $85,161
40201 Overtime $3385
Total salary expense $110,591
41580 Laboratory supplies $109,961
41590 Medical surgical supplies $1682
41890 Service contracts $75
42010 Minor equipment $1112
45300 Sendout test expense $14,973
46300 Accreditation expense $—
Total nonsalary expense $127,803
Total expense $238,394

a laboratory’s gross patient revenue, less allowances for a given period, and
deducts the expenses for that same period to arrive at net income before
taxes. Taxes are paid only if the organization is for-profit. Net income is
realized when net revenues exceed expenses. A net loss is realized when
expenses exceed net revenues. Note that revenue does not necessarily
equate to cash generated. Many times a test is performed and recorded as
income, although the payment (cash) may not be received for several
months. The income statement records the organization’s ability to make
a profit; it does not reflect its cash position.

The statement of cash flows shows the amount of cash generated by an
organization over a period of time, usually a calendar or fiscal year. Cash
outflows (cash paid out) are subtracted from cash inflows (cash received)
to calculate the net change in cash for the period. Excess cash in a given
period can be reinvested in the organization, used to make additional debt
payments, or placed in easily liquidated securities for emergency use. If
the net cash position for a period is negative, the organization must meet
its cash obligations by using cash reserves from previous periods. If this
trend is not reversed, the organization eventually will run out of cash.

BENCHMARKING AND PRODUCTIVITY
MEASURES

Benchmarking and productivity measures go hand in hand. It does no good
to collect productivity data if they are not compared with a standard or
evaluated for trends over time. Benchmarking is the measurement of an
organization’s products or services against specific standards for compari-
son and improvement (Wallace, 1998). Benchmarking can be internal or
external.

Internal benchmarking trends an organization’s productivity over time.
Productivity is the relationship between input (labor and supplies) and
output (product or service) (Travers, 1997). It is usually expressed as a ratio
of the product or service to the various inputs used for the production of
the product or service. See Table 12-9 for common productivity ratios used
in the laboratory. The purpose of trending internal productivity is to
determine if internal standards are being met, exceeded, or not met. If
adjustments to workflow or personnel are made, the next period’s bench-
marking data can be used to determine if the adjustments were the prob-
able cause for improvements or for decreased productivity.

External benchmarking compares a laboratory’s productivity with that
of other laboratories. Its purpose is to identify top performers in a particu-
lar field. Top performers can be contacted to find out what processes or
resources have been used to achieve high productivity. This information
may guide a laboratory to make similar changes that could result in higher
productivity. Professional organizations such as the College of American
Pathologists or the University Healthsystem Consortium offer external

Current month

Year to date

REVENUE

Budget Variance Actual Budget Variance
$1,403,172 $11,073 $2,892,427 $2,764,597 $127,830
$894,405 $11,938 $1,699,418 $1,748,169 $(48,751)
$2,297,577 $23,011 $4,591,845 $4,512,766 $79,079

EXPENSES

$21,811 $234 $43,310 $43,622 $(312)
$105,410 $(20,249) $170,437 $210,820 $(40,383)
$3907 $(522) $6713 $7814 $(1101)
$131,128 $(20,537) $220,460 $262,256 $(41,796)

$96,114 $13,847 $193,102 $188,461 $4641
$1715 $(33) $3964 $3362 $602
$355 $(280) $150 $710 $(560)
$1083 $29 $2568 $2166 $402
$13,750 $1223 $28,812 $27,500 $1312
$100 $(100) $— $200 $(200)
$113,117 $14,686 $228,596 $222,399 $6197
$244,245 $(5851) $449,056 $484,655 $(35,599)

TABLE 12-9

Common Productivity Measures for Clinical Laboratories

Productivity measure Target* Quarter 1 Quarter 2
Billable tests/paid FTE >3680 3798 3500
Billable tests/worked FTE >4000 4128 4080
Worked FTE/paid FTE >92% 95.2% 90%
Labor cost/billable test <$5.00 $4.68 $5.01
Supply cost/billable test <$1.00 $0.99 $1.01
Overtime/worked straight time <3% 2.7% 3.5%

FTE, Full-time equivalent or 2080 paid hours in a year; paid FTE, all salaries paid
(benefit time plus worked time).

*Target is for illustration purposes only. It should not be considered a laboratory
standard.

laboratory specific benchmarking programs. Caution should always be
used when interpreting external benchmarking information. Although
clinical laboratories are similar, no two are exactly alike, and, despite best
efforts, sometimes data are collected and reported differently. A laboratory
may never be able to achieve productivity as high as its peers because of
factors beyond the laboratory’s control. Labor availability, the disease and
acuity mix of patients, and access to technology and automation will each
have an effect on how productive a laboratory is, and how much more
productive it can become.

EVALUATING A CAPITAL PROJECT

A hospital has limited capital; it cannot fund all requested projects, so it
must prioritize them according to a variety of factors, including clinical
need, patient or employee safety, and financial impact. Whether or not
money is borrowed to finance these projects, it may be necessary for the
project or investment to pay for itself and even generate excess cash to
fund other projects. The following section discusses different ways to
evaluate a capital project to answer the question, “Is it a good investment?”
Table 12-10 compares these methods.

PAYBACK PERIOD

The payback period is commonly used to evaluate a capital project. The
payback is the length of time required for an investment’s net revenue to
cover the cost of the initial investment (Brigham, 2009).

Because laboratory equipment or technology can become obsolete in
a very short period of time, it is important to recover the investment cost
as soon as possible. Many institutions want to see a payback in 3 years or
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TABLE 12-10
GIVEN

Investment (cost of analyzer) $200,000
Discount rate (rate of inflation or interest rate of borrowed money) 10.00%
Useful life of analyzer 5 years
Annual depreciation expense $200,000/5 years $40,000
Annual revenue 100,000 tests at $5.00/test $500,000
Annual labor expense 100,000 tests at $2.50/test $250,000
Annual supply expense 100,000 tests at $2.00/test $200,000
Annual net revenue (annual revenue — annual expense) $500,000 — ($250,000 + $200,000) $50,000
Net revenue per test (test revenue — test expense) $5.00 — ($2.50 + $2.00) $0.50

CALCULATIONS
PAYBACK PERIOD = Investment/Annual net revenue $200,000/$50,000 4 years

BREAKEVEN

Per year = Depreciation/Net revenue per test

Life of analyzer = Investment/(net revenue per test)

RETURN ON INVESTMENT (ROI) = Annual net revenue/Investment

NET PRESENT VALUE (NPV) = Present value of the sum of future net revenue
(cash flows) minus investment. Note: Present value interest factor (PVIF) for
each year based on 10% discount rate is multiplied by net revenue to
determine present value. PVIF is available from any financial data resource.
NPV can also be calculated with financial calculator

Today’s investment

Year 1 Net revenue x PVIF

Year 2 Net revenue x PVIF

Year 3 Net revenue x PVIF

Year 4 Net revenue x PVIF

Year 5 Net revenue x PVIF

Present value of sum of future NPV net revenue

INTERNAL RATE OF RETURN (IRR) = Discounted interest rate at which NPV = 0.
Note: Financial calculator is used to determine IRR by entering cash flow and

discount rate.
Today’s investment
Year 1 Net revenue x PVIF
Year 2 Net revenue x PVIF
Year 3 Net revenue x PVIF
Year 4 Net revenue x PVIF
Year 5 Net revenue x PVIF
Present value of sum of future net revenue
NPV
IRR

less. Once the initial investment is recovered, net revenue (Revenue —
Expense) from this investment represents a profit to the organization. The
sooner a capital project’s payback period is reached, the sooner an organi-
zation can realize a profit from the investment.

BREAKEVEN POINT

The breakeven point of a capital project is reached when the volume of
sales is such that total revenue equals total costs (fixed and variable), and
therefore profit is zero. Before the breakeven point is reached, the project
is operating at a loss; after it is reached, the project is realizing a profit
(Brigham, 2009). As with the payback period, the sooner the breakeven
point is reached, the better it is for the organization.

RETURN ON INVESTMENT*

The rate of return on an investment (ROI) for a capital project is the ratio
of net income it generates to the total investment of the project (Travers,

*Note: Financial calculators and financial software packages are programmed to calcu-
late ROIL, NPV, and IRR. The NPV and IRR are very tedious calculations requiring
multiple steps and the use of discount tables. It is not recommended to do these calcula-
tions manually.
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$40,000/$0.50 80,000 tests

$200,000/$0.50 400,000 tests
$50,000/$200,000 25% per year
($200,000)

$50,000 x 0.9091 = $45,455
$50,000 x 0.8264 = $41,320
$50,000 x 0.7513 = $37,565
$50,000 x 0.6830 = $34,150
$50,000 x 0.6209 = $31,045

$189,535 $(10,465)
($200,000)
$50,000 x 0.9265 = $46,326
$50,000 x 0.8585 = $42,923
$50,000 x 0.7954 = $39,769
$50,000 x 0.7369 = $36,847
$50,000 x 0.6828 = $34,140
$200,000
$0
8%

1997). ROLI is a standard for evaluating how wisely management uses its
capital dollars, whether from its own cash reserves or from borrowing
activites. The higher the rate of return is, the better the capital dollars are
used. ROT is the formal means of expressing the phrase “better bang for
your buck.” Some institutions have automated the ROI process. Most
information can be pulled from the financial data banks of the hospital
computer system after a limited amount of information is provided by the
laboratory. An ROl is pretty much a standard requirement of most facilities
for any capital project.

NET PRESENT VALUE*

Money loses its value over time; $10,000 today is more valuable than
$10,000 3 years from now. This concept is known as the time value of
money. The payback period and return on investment calculations do not
consider the time value of money. They assume that the value of future
cash flows remains constant. To address this shortcoming, the net present
value (NPV) calculation is used to determine whether a project’s cash flows
(i.e., cash it generates in the future) are sufficient to repay the original
investment, taking into account that money loses value over time. Thus,
cash received in the future has to be discounted (i.e., the value has to be
reduced) to determine how much it is worth in today’s dollars. The dis-
count rate is usually the inflation rate (if no money was borrowed to finance



the project) or the interest rate on a loan used to fund the project. Net
present value (NPV) is defined as the present value of future cash flows,
which have been discounted at the interest rate used to fund the capital
project (Brigham, 2009).

When the NPV is a positive number, the project will generate enough
cash to pay for the original investment. When the NPV is a negative
number, the project cost is not recouped and/or the future cash flows are
not sufficient to cover the interest costs for borrowing the money.

INTERNAL RATE OF RETURN*

The internal rate of return (IRR) also discounts cash flow into today’s
value. It determines the actual rate of return that the investment earns.
The IRR is the discount rate at which the present value of a capital project’s
expected cash inflows equals the present value of its costs, or in other
words, when the NPV equals zero.

Identifying a project’s IRR is necessary to ensure that its rate is higher
than the cost of the capital borrowed for the project. The higher the IRR,
the faster the project pays for itself. Hospitals and corporations use the
IRR as one way to rank projects.

INTERPRETATION OF FINANCIAL
CALCULATIONS

Although the preceding calculations are important tools, an organization
should not make its capital decisions based strictly on the outcome of the
equations. As with all budgeting activities, there is an element of the
unknown in assumptions. Predicting future cash flows for replacement
instrumentation is usually more reliable than predicting it for new product
lines or technology. Assigning an expected life to a piece of capital equip-
ment is also an educated estimate. Having a good sense of how reliable
predictions are will determine how much credence should be given to the
calculations.

If only the payback period, breakeven analysis, and ROI were consid-
ered when evaluating the example in Table 12-10, the project would look
acceptable. However, when the NPV and IRR are also considered, it does
not look as good. The NPV is unfavorable, and the IRR is much less than
the ROI because the cost of capital is high (10%). Does this mean the
project should not go forward? Not necessarily. Depending on other
issues, it may be determined that this new chemistry analyzer is absolutely
essential to support the mission of the organization.

These calculations have other inherent drawbacks. As mentioned
earlier, some of the calculations take into account the time value of money,
and others do not. The time value of money is a very important consider-
ation when the cost of capital is high (as in the example in Table 12-10)
or during periods of high inflation. The rate of return calculations yield a
percentage, but the actual dollars they represent are not immediately
apparent. A capital project that yields an ROI of 15% might look better
initially than one that yields 10%. However, the size of the projects may
differ considerably. For example, in the former, an initial investment of
$10,000 could produce $1500 in net revenue, but in the latter project, an
initial investment of $200,000 produces $20,000 in net revenue. None of
these financial calculations should be considered in isolation, but they
should be used in aggregate to assist in the analysis of capital projects.

CAPITAL ACQUISITION METHODS

When a capital project is evaluated, the method for acquiring the equip-
ment is also an important consideration. Table 12-11 summarizes the
advantages and disadvantages of acquisition methods: Purchase, leasing,
and renting. Just as there is not a single best financial calculation when
evaluating a project, there is not a single best acquisition method. The
method selected depends on individual needs, characteristics and financial
philosophy of the organization, and availability of capital dollars.

The concept of purchasing needed equipment is easy to understand,
but is it the wisest use of an organization’s money? If the capital (money)
needed to fund the project is currently invested in a security that is earning
a higher interest rate than the rate needed to borrow money, it makes
financial sense to borrow the needed capital. Conversely, if capital earns a
lower interest rate than the borrowing rate, it makes sense to use the
organization’s capital.

Once the equipment is purchased, it is an asset of the organization and
is depreciated by a method appropriate for such a piece of equipment. Most

TABLE 12-11
Capital Acquisition Options

Advantages Disadvantages
Purchase Ownership Risk of obsolescence;

opportunity cost

Operating (true) Hedging obsolescence; Nonownership;

lease flexibility in financing; interest/financing
cancelable cost
Financial lease Ownership; flexibility in Noncancelable;
financing interest/financing
cost
Rental Hedging obsolescence; High cost;

flexibility in length of use nonownership

laboratory equipment is depreciated over a 5-year period using the straight
line depreciation method. The depreciation expense is noted in the income
statement but probably will not be included in the monthly operational
budget documents. It will depend on each organization as to whether
depreciation is listed on the monthly budget reports. The operational
expense for the equipment will consist of the supplies, maintenance, and
labor needed to support it.

Many different variations and contract terms may be associated with a
leasing agreement. Being certain to “read the fine print” never rings truer
than when an equipment leasing arrangement is considered. Nonetheless,
no matter how complicated the terms of a leasing contract are, there are
only two types of leases.

An operating lease (also known as a “true” lease) allows an organization
(lessee) full use of the equipment for a predetermined time. The time
period is usually 1-3 years, but is always less than the useful life of the
equipment. A termination clause could be included in the agreement.
Equipment maintenance is included in an operating lease. The lessee has
no right to ownership during or after the lease period. No equity is estab-
lished during the term. The owner (lessor) retains full ownership of the
equipment and full responsibility for it. The leasing agreement may or may
not contain an option to allow the lessee to purchase the equipment at the
end of the term. This is only an option, however, and should not be mis-
interpreted as established equity over the course of the agreement. If a
purchase option is provided, it is usually for the equipment’s fair market
value at the end of the lease period. If the original lessee decides not to
purchase the equipment at the end of the lease term, the lessor could
re-lease it to the original lessee or to another organization, as the equip-
ment still has useful life (Brigham, 2009).

The other lease type is a financial lease. With a financial lease (also
known as a capital lease or lease-purchase), the lessee eventually gains
ownership of the equipment. The lease period corresponds to the eco-
nomic life of the equipment. Through lease payments, the lessor recovers
the cost of the equipment plus an interest factor to ensure a return on its
investment. A financial lease is not cancelable, and equipment maintenance
is not included (Brigham, 2009).

Renting equipment is not the same as leasing it. The major differentia-
tors include the following: Renting does not carry an option for later
purchase, there is no predetermined specified length of time for renting,
it can be terminated at any time, and maintenance and repair are the
responsibility of the owner, not the renter (Travers, 1997). A reagent rental
agreement is a misnomer; it is not a rental, but a lease. These agreements
require the lessee to purchase reagents that are specific for a particular
piece of equipment. The price of the reagents is marked up by a certain
amount to cover the “rent” of the equipment. The mark-up is a lease
payment to cover the cost of the capital. Whether or not the equipment
will be owned at the end of the reagent rental agreement will determine
if the agreement was a financial lease. Recent federal legislation requires
vendors to clearly state the proportion of annual payments that are allo-
cated to the capital portion of the lease. This simplifies the analysis of
competing lease agreements.

Regardless of which method of capital acquisition is utilized, you
should always have the vendor or lessor break out the agreement into cost
of equipment, cost of service agreement, and costs of reagents and supplies.
This way, you can see and negotiate the cost of each. It is prudent to
include someone from the institution’s purchasing department to help with
negotiations.
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BuiLD IN A CAP FOR
REAGENT/SUPPLY COSTS

Most equipment and instrumentation in laboratory medicine today are
very complex, and because of industry competition, many “bells and whis-
tles” have been added. At times, equipment can fail, and reagents and/or
supplies can be a “bad lot” and not function correctly. This can result in
a laboratory having to repeat patient testing over and over again. This
repeating of tests and “getting the instrument to work properly” can result
in a significant increase in costs for reagents and supplies beyond what you
thought you needed based on the vendor recommendations.

One can protect the laboratory from the above costs by building a “cap”
in any agreement for reagents and supplies as part of any equipment
acquisition. One way to do this is to base the payment for reagents and
supplies only on reportable patient results. If you need to repeat tests
because of reagent or equipment failure, you do not pay for the increased
reagent and supply usage.

CREATING FINANCIAL
VALUE/CONCLUSIONS

Financial oversight of any organization is not easy. For a clinical laboratory,
this oversight is especially difficult because to remain competitive, it must
offer state-of-the-art technologies that are often complex, expensive, and
quick to become obsolete. This, combined with strict coding criteria for
submitting claims that yield a predetermined fixed reimbursement rate,
leaves little opportunity for the laboratory to cover costs, let alone make
a profit.

The equation for net profit is defined as revenue minus expenses.
Therefore the only way to increase net profit is to increase net revenue or
to decrease expenses. In a managed care environment, increasing patient
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KEY POINTS

Level A laboratories, also known as sentinel laboratories, may be the
first to identify an unusual organism or cluster of isolates that may
signal a bioterrorism event.

The responsibility of a Level A laboratory is to “rule out” suspected
biological agents rather than perform complete identification or
highly complex analyses.

Suspect samples must be handled safely and legally (using chain of
custody).

Specific protocols (and presumptive identification criteria) must be
applied for each biological agent.

Category A (highest priority) biological agents are easily
disseminated, can cause high mortality, and can generate public
panic. They include bacterial (anthrax, plague, tularemia), viral
(smallpox, viral hemorrhagic fever) and toxin-mediated (botulism)
agents.

Level A laboratories play mostly a supportive role in the management
of hospitalized patients who are victims of a chemical terror attack.

BIOTERRORISM
OVERVIEW

On September 11, 2001, following the unimaginable terrorist attacks on
New York City and Washington, DC, the Centers for Disease Control and
Prevention (CDC) recommended that health care professionals increase
surveillance for any unusual disease occurrences, or clusters of disease,
asserting that these may be sentinel indicators of bioterrorist attack. As
predicted, anthrax cases were reported in several states, thereby justifying
the CDC’s suspicions that a bioterrorist was at large. Over the years, it has
become clear that germ warfare is equally attractive to terrorist cells,
organizations, and even disgruntled individuals as it is to countries. It
delivers the greatest impact for the smallest amount of money, and it is
relatively easy to carry out. It also comes with a big bonus—it has a dra-
matic psychological effect on the population. Compared with nuclear
weapons or conventional armaments, biological weapons are relatively
cheap and easy to make. For anyone with a rudimentary understanding of

microbiology and the requisite materials, making biological agents of death
in quantity is little more technically demanding than brewing beer. The
microorganisms involved are often readily obtainable in nature, like the
anthrax bacillus that abounds in soil throughout most of the world, or can
be easily acquired from other sources such as a country’s pharmaceutical
and agricultural industries, or academic institutions. Toxic ricin, for
example, which strikes at the central nervous system, can be extracted from
the same castor beans that are the source of castor oil.

The U.S. Department of Defense and the CDC has published a list of
the most likely biological weapons (NATO, 1996). They fall into three
categories. The first includes deadly bacteria such as anthrax and plague.
The second comprises viruses, such as those that cause smallpox, encepha-
litis, and hemorrhagic fevers like Ebola, Lassa, and Rift Valley fever. The
last group is made up of toxins that attack the central nervous system, such
as botulinum, fungal toxins, and ricin.

An effective national strategy to detect, prevent, and limit bioterrorism
should consider the following:

* A coordinated plan is needed to network all federal, state, and
municipal antibioterrorism programs. All first responders must be
adequately educated and equipped to deal with any biowarfare or
bioterrorism event.

* Military and law enforcement personnel and medical and health
practitioners, especially first responders, should be vaccinated when-
ever possible so that they can more effectively carry out their respec-
tive missions.

Research and development of new wave (subparticle) vaccines, block-

ing agents, and antibiotics are needed to prevent and treat disease

caused by biological weapons.

Vaccination programs for the general public should be instituted to

protect against the likeliest biological weapons.

The public should be kept informed about germ warfare and should

be instructed to report unusual neighborhood activities to local

authorities. “Bioterrorism watches” could be introduced on the

model of “neighborhood crime watches.”

¢ All physicians and health care providers should be familiar with the
symptoms and treatment of diseases caused by the likeliest biological
warfare agents. All hospitals and medical facilities should develop
emergency preparedness plans and should establish disaster policies
to deal with any bioterror event or other disaster. Included in such
plans is the development of a clinical laboratory preparedness and
response plan.
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TABLE 13-1
Biological Safety Level (BSL) Practices

BSL-1 practices: For work with agents of minimal hazard

Restrict or limit access when working.

Prohibit eating, drinking, and smoking.

Prohibit mouth pipetting.

Needles and sharps precautions

BSL-2 practices: For agents of moderate hazard
BSL-1 practices plus:

Use Biological Safety Cabinet (BSC)-Class Il
Type Al: 30% air exhausted to room
Type A2: 30% air exhausted to outside
Type B1: 70% air exhausted to outside
Type B2: 100% air exhausted to outside

Use leakproof containers.

BSL-3 practices: For agents of serious or potential lethal hazard
BSL-2 practices plus:

Use BSC-Class Il 100% air exhausted to outside through double
high-efficiency particulate air (HEPA) filtration or HEPA plus
incineration. Cabinet is gas tight and sealed, with operation
performed through rubber gloves.

Use PPE (personal protective equipment).

* A nationwide epidemiologic surveillance program should link all
medical facilities with the CDC or another assigned federal, state,
or local agency to identify clusters of cases (sentinel events). Small
clusters may signal a terrorist practicing before a larger-scale act is
carried out.

The keynote to all this is vigilance. Any complacency or overconfidence
will surely prove fatal, sooner or later. The bottom line is that we must
remain on alert for animal and human epidemics and must keep searching
for better ways to respond to them, whether they are of natural or unnatu-
ral origin (Tierno, 2004).

This chapter explains how a Level A laboratory responds to a bioterror
event as part of a health facility’s larger emergency preparedness plan.
This chapter excludes some common potential bioterror agents such as
Salmonella, Shigella, Escherichia coli 0157, Campylobacter, Vibrio, etc., because
they are well known and are routinely cultured by Level A laboratories
(see Part 7, Medical Microbiology). Instead, it focuses on several more
likely bioterror agents with which a Level A laboratory may be less
familiar.

ROLE OF A LEVEL A LABORATORY

The Laboratory Response Network (LRN) is a new laboratory testing and
referral system formed as an outgrowth of the CDC’s Health Alert
Network. Its purpose is to prepare for and provide a coordinated, rapid
response to bioterrorism and other public health emergencies. The LRN
consists of four types of laboratories, designated Levels A, B, C, and D.

Safety Issues

Level A laboratories must always operate in compliance with accepted
biological safety level 2 (BSL-2) requirements, including regulations, poli-
cies, and procedures for handling blood-borne pathogens (Table 13-1).
When handling any potential pathogen, all Level A laboratories should
utilize BSL-3 practices for all culture manipulations that might produce
aerosols. Level B laboratories operate in compliance with all BSL-2
requirements and always practice BSL-3 safety procedures. Level C labo-
ratories operate in compliance with all BSL-3 safety requirements and are
certified as BSL-3 facilities. Their staff is specially trained to handle highly
pathogenic and potentially lethal agents.

It is of paramount importance to practice good laboratory safety. For
example, staff that process viral cell cultures are at risk of contracting
unsuspected bioterror agents, such as smallpox or hemorrhagic fever
viruses (BSL-4 agents). To minimize exposure, staff must practice universal
precautions and use biological safety cabinets to set up cultures (Gilchrist,
2000; NCCLS, 2001; CDC, 2001).

Laboratory Designations

Level A facilities are also known as sentinel laboratories, in that they may
identify an unusual organism that may be highly suspect and therefore may
be first to signal that a bioterrorism event has occurred. Alternatively, the
Level A laboratory might report a cluster of isolates of the same organism
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for a number of patients that may be unusual and thus signal an event.
Most clinical laboratories fall into this category. The cardinal responsibility
of a Level A laboratory is to “rule out” suspected agents of bioterror rather
than perform complete identification or highly complex analyses. Once a
Level A laboratory reports a finding to a state or municipal public labora-
tory, it may be instructed to forward the microbe to a Level B or C labora-
tory, so that it can be “confirmed” using advanced methods. For example,
if an agent is suspected of being Bacillus anthracis, but this cannot be ruled
out by the Level A laboratory, it must be shipped out to a Level B or C
facility.

Level D laboratories are even more advanced and may help develop
and evaluate new tests for future use in Level B and C laboratories. They
can usually type confirmed bioterror agents or may perform more sophis-
ticated molecular testing on strains. Level D laboratories also archive
organisms for future studies or reference (Gilchrist, 2000; CDC, 2001;
NCCLS, 2001).

Once a Level A laboratory decides that it cannot “rule out” an agent,
it is common policy for the laboratory to notify the infection control
officer or hospital epidemiologist, who, in turn, notifies the local health
department. The laboratory should be prepared to follow instructions for
shipping the suspect agent according to the Infectious Substance Guide-
lines provided by the Department of Transportation or the International
Air Transport Association. It is not the responsibility of the Level A labora-
tory to declare that a bioterrorist event has taken place. Such responsibility
rests with the state and/or federal authorities.

Because environmental specimens usually become evidence in a legal
case, these specimens require full chain of custody management that is the
domain of Level B and C laboratories. Such environmental samples may
also pose a hazard for patients in a hospital setting; therefore in no case
should Level A laboratories accept or process environmental specimens. It
is the FBIs responsibility to manage the investigation of environmental
samples that are submitted to Level B and C laboratories.

Law Enforcement Issues

The Level A laboratory may play a role in a criminal investigation. If a
specimen is suspected or known to possess a biological threat, it is impor-
tant to preserve the original specimen, plates, cultures, etc. If the labora-
tory is contacted by the FBI or other law enforcement agencies, the Level
A laboratory must notify state health authorities, as well as the hospital
infection control officer or epidemiologist. Any information relevant to
analysis of potential evidence cannot be released to the public and should
be conveyed only to the appropriate law enforcement officials and health
authorities.

Chain of custody is a legal document that describes how evidence is
handled from the time it is acquired and through all subsequent examina-
tions and storage. The laboratory should have a written chain of custody
policy and should appoint one person to serve as an “evidence custodian,”
that is, the one who controls storage of evidence and documents access to
it on a chain of custody form that is securely stored under lock and key.
The LRN suggests completing a “receipt of property” form each time the
laboratory receives evidence. This form should contain a unique identifier,
the quality and quantity of each item, a description of each item, and as
much information as possible regarding the submitter, etc. (Gilchrist,
2000; CDC/NIH, 2001; NCCLS, 2001).

BIOLOGICAL AGENTS/DISEASES

The CDC and other governmental agencies list biological agents/diseases
in three categories (A, B, and C) according to priority of risk and ease of
ability to disseminate to the population. Some representative examples in
each category are listed in Tables 13-2, 13-3, and 13-4 (Gilchrist, 2000;
USAMRIID, 2001; Tierno, 2002). Table 13-5 summarizes diagnosis and
treatment issues related to the bioterror agents discussed later. The role
of the Level A laboratory is described in Tables 13-6 through 13-14 for
each agent discussed in this chapter.

Anthrax
(Table 13-6)

History and Background

Bacillus anthracis, the etiologic agent of anthrax, is a rod-shaped gram-
positive bacterium that produces a spore. Ordinarily, these bacteria grow
in a vegetative form, but when conditions are not ideal for growth, they
sporulate. Thus, they can survive even under adverse conditions. The
vegetative forms are relatively easy to kill with simple germicides, such as



TABLE 13-2
Category A Agents

HIGHEST PRIORITY OF AGENTS THAT POSE A NATIONAL
SECURITY RISK

Characteristics Agents

Anthrax (Bacillus anthracis)

Botulism (Clostridium botulinum)

Plague (Yersinia pestis)

Smallpox (variola major)

Tularemia (Francisella tularensis)

Viral hemorrhagic fevers—filoviruses
(i.e., Ebola, Marburg) and
arenaviruses (i.e., Lassa, Machupo)

Easily disseminated and/or
transmitted from person
to person

Can result in high mortality
rates with a major public
health impact

Might cause public panic

TABLE 13-3
Category B Agents

Characteristics Agents

Brucellosis (Brucella species)

Epsilon toxin of Clostridium perfringens

Food safety threats (i.e., Salmonella sp.,
Escherichia coli 0157:H7, Shigella)

Glanders (Burkholderia malleri)

Melioidosis (Burkholderia pseudomallei)

Psittacosis (Chlamydia psittaci)

Q fever (Coxiella burnetii)

Ricin toxin from Ricinus communis (castor
beans)

Staphylococcal enterotoxin B

Typhus fever (Rickettsia prowazekii)

Viral encephalitis (alphaviruses: Venezuelan
equine encephalitis, Eastern and Western
equine encephalitis)

Water safety threats (i.e., Vibrio cholerae,
Cryptosporidium parvum)

Moderately easy to
disseminate

Moderate morbidity
and low mortality

May require enhanced
Centers for Disease
Control and
Prevention
diagnostic capacity

alcohol or peroxide, or even heat, but spores are very resistant to both
chemicals and heat. B. anthracis spores survive for decades. This is a key
point because spores cause infection. In nature, anthrax is usually associ-
ated with grazing animals such as sheep, goats, cattle, and wildlife that
acquire spores as they feed on vegetation or meat from infected animals.
B. anthracis is present in soil throughout the world; in the United States,
it is found mostly along old cattle trails in Texas, Louisiana, Mississippi,
Arkansas, New Mexico, Oklahoma, and some Midwestern states. However,
anthrax is rare in the United States because it is controlled in animal popu-
lations by vaccination programs. Spores occur when the pH of a richly
organic soil is higher than 6.0 and rainfall gives way to drought conditions.
When herbivorous animals contract the infection, they can transmit the
infection to humans by direct contact with animal products such as hair,
wool, hides, bones, etc. Individuals in certain occupations, such as animal
handlers, agricultural workers, and veterinarians, are at increased risk for
contracting anthrax. About 90% of all human anthrax cases reportedly
occur in millworkers handling imported goat hair. Humans can be infected
three ways: (1) via the skin (cutaneous) through scratches or abrasions, (2)
by inhalation of spores, or (3) by eating contaminated insufficiently cooked
meat or meat products. The word anthracis comes from the Greek word
meaning “coal,” and the bacterium was so named because the microbe can
cause a black scab (eschar) to form on the skin of cutaneous anthrax
victims. For the same reason, it is sometimes called the “black carbuncle”
(Tierno, 2002).

Anthrax is the single greatest biowarfare threat because it is easy to
cultivate spores, although production of a weaponized spore is not so
simple. The media sometimes refer to “weapons grade” anthrax versus
“nonweapons grade.” Criteria for weapons grade include small spore size,
usually 1-3 microns; lack of clumping (usually accomplished by adding a
polymer that prevents the natural tendency of spores to clump); the quan-
tity of spores present; and an effective delivery system. By this description,
the anthrax unleashed on the United States in the fall of 2001 was near
weapons grade because it fulfilled two of the four criteria. The spores were
small and dispersed well in the air, but particles were present in limited
quantities and were delivered via the mail. If enough product had been

TABLE 13-4

Category C Agents

Characteristics Agents
Availability Hantavirus
Ease of production and dissemination Nipah virus

Other emerging pathogens
that could be engineered
for mass dissemination

Potential for high morbidity and
mortality
Potential major health impact

made, and if it had been delivered effectively, it would have been consid-
ered weapons grade.

In nature, spores in soil tend to clump together, making it very difficult
for a person to contract inhalation anthrax naturally. For a terrorist to
weaponize anthrax spores, he must first prevent clumping of particles and
then must deliver the weapon in sufficient quantity. Clearly, both of these
tasks are very difficult. Even a crop-duster would have to be retrofitted
quite extensively to deliver spores effectively. To be an effective weapon,
the anthrax spores must remain airborne in a concentration that is high
enough to be inhaled deep into the lungs. Based on available data, it
appears that number varies from about 8000-40,000 spores. A few studies
suggest that inhalation of small numbers of spores, around 500 over an 8
hour period, did not make goat mill workers develop disease. Although B.
anthracis can cause three types of infection (skin, inhalation, and gastroin-
testinal) a bioterrorist would be most interested in causing inhalation
anthrax because of the high mortality rate associated with it. In nature,
however, approximately 95% of human cases of anthrax are cutaneous
infections (Lew, 2000; Tierno, 2002).

Anthrax spores can survive inside macrophages, eventually vegetating
and growing to such numbers that they cause the cells to burst and release
bacilli into the bloodstream. These bacteria produce four virulence factors;
three are toxins that cause systemic symptoms: protective antigen toxin,
the lethal factor, and the edema factor. Last, anthrax produces a capsule
that protects it from destruction by the body’s leukocytes. Once systemic
symptoms occur, antibiotics are useless because they have no effect on the
circulating toxins (Tierno, 2002).

Clinical Features

Inhalation Anthrax. This form is a biphasic disease. The initial phase
is characterized by mild flu-like symptoms (e.g., malaise, fatigue, low-grade
fever) followed by a period of apparent wellness for about a day. This is
immediately followed by the acute phase, which eventually leads to more
serious symptoms (e.g., acute respiratory distress). The incubation period
can vary from 1-5 days, depending on the number of spores inhaled, but
can be as long as 60 days. Shock and death usually occur 24-36 hours after
the onset of respiratory distress. The fatality rate of inhalation anthrax
approaches 90%, even with antibiotic therapy. However, this figure will
probably change for the better owing to the availability of newer antibiot-
ics and superior intensive care treatment facilities. Inhalation anthrax is
not spread via person-to-person transmission.

Cutaneous Anthrax. This skin form of anthrax occurs after spores are
introduced beneath the skin by inoculation or contamination of a preexist-
ing lesion or break in the skin. The incubation period is 2—7 days (rarely
after 1 day) but more often lasts between 2 and 5 days. Lesions begin as
small, painless pimples on exposed skin and progress to vesicles and even-
tually an ulceration that develops a black scab (eschar) at the center (within
2-6 days). Untreated cutaneous anthrax can have a fatality rate of up to
20%, but fatalities are rare (1%) with proper antibiotic treatment. Although
anthrax is not transmitted person-to-person, secondary lesions can develop
from direct exposure to vesicle secretions.

Gastrointestinal Anthrax. This form of anthrax occurs by ingesting
contaminated meat, in particular raw or undercooked, from infected
animals. It has recently been reported in association with animal-hide
drumming events in New England (CDC, 2010).

The incubation period is 2-7 days. Two types of GI anthrax are char-
acterized by different symptoms: intestinal (e.g., nausea, vomiting, diar-
rhea) and oropharyngeal (e.g., neck swelling, difficulty swallowing). Shock
and toxemia can characterize both forms of the disease, especially in the
terminal stages. The fatality rate is 25%-60%. Inhalation, cutaneous, and
GI anthrax can be complicated by meningitis, which occurs in about 5%
of cases (LLew, 2000).
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Tests and specimens

Culture: Blood, CSF, wounds (definitive)

Nasal culture: Determines extent of spore
spread in population

Immunohistochemical (IHC): Tissue

PCR: Can confirm diagnosis if culture is
negative

Serology: ELISA, IFA

Culture: Sputum, blood, lymph

Direct FA: Respiratory secretions

Serology: F1-V antigen (fusion protein) assay

Culture: Nasal, sputum, respiratory
specimens (can also use PCR); blood
culture is definitive test

Serology: IFA, ELISA, and microagglutination
(gold standard) to detect antibodies

General laboratory tests not helpful

Culture: Bacterium does not grow on
ordinary media, needs cysteine blood or
chocolate agar

Capsular AG detection or PCR: Whole
unclotted blood

Direct FA and PCR: Nasal, induced respiratory
specimens

IHC: Tissue sometimes helpful

Serology: ELISA AB

PCR and toxin assay: Use nasal induced
respiratory secretions and blood

Cell or chick embryo culture: Skin lesions ideal;
nasal swabs, respiratory secretions, serum
specimens can also be cultured

Electron microscopy: ldentifies virus

PCR: Use same specimens as earlier

Agar gel precipitation: Skin lesions

Serology: Tests are available

PCR or culture in cells/suckling mice: Nasal,
induced respiratory secretions and serum

Serology: ELISA, IFA, and hemagglutination
inhibition; detect AB

TABLE 13-5

Bioterrorism Agents: Diagnosis and Treatment

Agent Diagnosis

Anthrax Clinical evaluation and laboratory
findings

Plague Clinical evaluation and laboratory
findings

Brucella Difficult with many rule-outs;
laboratory required

Tularemia Difficult with many rule-outs;
laboratory required

Key symptom: Pneumonia with

nonproductive cough

Botulism Clinical evaluation; routine
laboratory tests are of no value;
toxin assay may be useful if
toxin present in serum

Smallpox Clinical findings (exanthems)

VEE Difficult with many rule-outs;
laboratory required

VHF Clinical evaluation; key finding is

vascular involvement (i.e.,
petechiae, bleeding, postural
hypotension, edema, etc.)

General: Leukopenia, thrombocytopenia;
elevated AST

Serology: ELISA, IFA, and PCR; detect
different VHFs

Treatment

Antibiotics, including penicillin, quinolones,
tetracycline. Treat inhalation anthrax for 60 days.
Can combine antibiotics (30 days) and vaccine
(3 doses at 0, 14, and 28 days). Full vaccination
regimen is 6 doses at 0, 2, and 4 weeks and 6,
12, and 18 months followed by yearly boosters.

Antibiotics, including tetracycline; quinolones,
streptomycin, gentamicin, and chloramphenicol
for 10-14 days. Prophylaxis: Medication for 7
days.

Formalin-killed vaccine given 0, 1, and 4-7 months

Boosters every 1-2 years

Combination antibiotics (6 weeks): Doxycycline and
rifampin or quinolone and rifampin. Prophylaxis
requires 3 weeks. Numerous vaccines (both killed
or live attenuated) available with no proven
success.

Treatment: Antibiotics like gentamicin,
streptomycin, ciprofloxacin

Prophylaxis: Doxycycline

Vaccine: Live attenuated available

Supportive treatment: Antitoxin can be administered
up to 24 hours after exposure: two types,
trivalent and pentavalent. Also available is a
pentavalent toxoid vaccine.

VIG must be used in conjunction with vaccinia
vaccine if exposure occurs beyond a 3-day time
fr